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1. Introduction

The BALTRAD/BALTRAD+ project ,An advanced weatheadar network for the Baltic Sea Region: BALTRAD” is
carried out in the frame of Baltic Sea Region Paogne 2007-2013 financed by the European Uniors diring at real-
time exchange of weather radar data. Each partnéne developed decentralized network providepdiar data: radar
reflectivity, Doppler data, and polarization monwemthere applicable. In a modern weather radar m&twmcessing of
radar data alone is insufficient, so the most ssijafzsited correction algorithms are incorporated the BALTRAD system
(O$rodka et al., 2010).

Quality assurance (QA) in the BALTRAD+ covers ahlases of weather radar process from scanning alsi
processing, through volume raw data generatiorerth user specific product generation. Two basieltewf QA are
recognized: data corrections and data quality dtarization. The developed algorithms for data @ciions are to improve
performance of radar production. The algorithms loardivided into categories based on analysis af ggometry, spatial
structure of reflectivity data, dual-polarizatioarameters, or external data (raingauge networ&llisat etc.).

2. Chain of data quality algorithms

The quality algorithms are designed in differentysvén dependence on the type of data. In gendralfdllowing data
types are distinguished (Holleman et al., 2006)uwve of 3-dimensional radar reflectivity,, surface precipitatior, and
Doppler velocity,V. Corrections for wind volumes and products (eog.viind profiles to detect birds and insects) hage
been included in QA at this stage of work.

2.1. Volume of 3-dimensional radar reflectivitydata

The following order in processing of reflectivitplumes has been approved in BALTRAD+ project:

— Technical calibrations, such as instrumental aegyraetwork power levels, antenna pointing angiés, (Gekat et al.,
2003).

— Diagnosis of non-meteorological echoes (groundtelutbiological, interferences, etc.) and type oégpitation,
especially hail (Peura, 2002§@dka et al., 2012).

— Correction of the effects of “Doppler snake” onleefivity data, which are regions with radial vatgalose to zero and
thus often introducing reduced reflectivity duehtgh Doppler filtering.

— Analysis and correction of beam blockage (partial total) due to terrain obstacles (Bech et al0730

— Diagnosis of the probability of beam overshootimpich depends on distance to radar site and oac¢heal height of
the vertical profile of reflectivity (VPR).

— Path attenuation in precipitation {@dka et al., 2012) and due to wet radar radomer{lind Huuskonen, 2008).

— Correction of intra-volume advection and fall vetpaue to "time stamp”. If possible each individdevation scan
should be independently time stamped, howevercbismon to only record the start time of the volusoan.

— Diagnosis of the strength of convection based aticad profile of reflectivity (VPR), bright bandecognition, or using
external data, e.g. updraft effects visible on dsize distribution (DSD).

— Probabilistic diagnosis of the occurrence of ovadiag precipitation in the lowest elevation, basedradar-derived
VPR or NWP information (Pohjola and Koistinen, 2004

— Diagnosis of precipitation type and particle sizgribution (PSD) in the volume scan ("bin situ'telated to measured
bins) (Park et al., 2009).

2.2. Quality algorithms for ground level conditiomespecially for precipitation rate

After quality control of volumes, the next stageweather radar data processing is generation afifgp@-D products.
The most important products are related to surfaeeipitation field. At this stage the data shobdquality controlled as
well. The following chain of dedicated algorithnssrecommended in BALTRAD+ project:

— Correction of the effects of the vertical profilé reflectivity (VPR) in reflectivity data (brightdnd correction and

extrapolation from the lowest elevation to the grau
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— Modification of reflectivity data due to hail fougntitative precipitation estimation (QPE).
— Correction due to falling velocity and horizontalvaction to represent time stamp conditions at igddevel (Lauri et
al., 2012).
— Advection-based creation of virtual measurementglexiser time intervals than the actual scanningrvat, i.e.
horizontal motion analysis of precipitation pateeend then interpolation the field applying it.
— Hydrometeor type analysis at ground level: vertimairection of the “bin situ” hydrometeor type aypb data from
automatic weather station (AWS) data, numericaltheraprediction (NWP) models, or satellite obsenra.
— Dynamical conversion of radar reflectivity into theantity of interest (rainfall intensity, snowfatitensity, visibility,
etc.) — e.g. so called(Z) relationship.
— Rain gauge adjustment of radar data (e.g. weigmigltiple regression) and combination of the bottadands (Todini,
2001).
— Nowcasting based on weather radar data extrapolatiol more sophisticated techniques such as takiafyition of
convective cells into account (Jurczyk et al., 2012
Generally, in most cases both conventional andripoddric algorithms are needed because particulality algorithms
significantly differ for these two technical soluis. It should be noted that the both algorithris leoove are optional, i.e.
priorities and implementations will be performedcariing to local needs and resources — not nedlgssdr of the
algorithms will be coded.

3. Description of algorithmsincluded into the BALTRAD toolbox

The BALTRAD toolbox is a data processing and pradyeneration framework that has been developedglthe main-
stage BALTRAD project (Henja et al., 2010). It isitten in C with Python APls; Java APIs are curhgibieing added. The
toolbox concept implies that common functionalisyused to read, write, and manipulate data anddattaWe have
achieved this by creating data objects that magetyato ODIM_HS5 groups, attributes, and datasetelilson et al., 2011).
The result is an efficient code base with a smainory footprint. Tools are added to the toolboamy of the three ways
described by Michelson et al. (2012). The mostiffit way of integrating a new algorithm is to tise full features of the
toolbox APIs when writing new code. Integrating tixig code is done most efficiently by only usirge tcommon
functionality for reading/writing ODIM data and themapping toolbox objects to the code’'s own objettss strategy
enables algorithm chains to be run efficiently iamory independently of who wrote the original codsing the common
I/O functionality also reduces the risk of datanfiatting incompatibilities and unnecessary duplaratof work. More
information is available on line at http://git.bald.eu/ .

The toolbox is being further elaborated during BARAD+. This section describes the data processiggrithms
currently integrated into the toolbox, and algariththat are being implemented into it.

3.1. Integrated quality assurance algorithms

The most uncomplicated tool implemented in theliowlthus far is code contributed by KNMI fomonitoring of radar
calibration stability (Holleman et al., 2010) through the use of sigfi@m the sun. This exemplifies the toolbox concept
well: the original code is written in C, and theutioes for reading input data were simply replas@ti the common ones in
the toolbox, so that this tool will read ODIM dak\MlI is not even a BALTRAD partner, showing howetbommunity can
benefit from its own contributions. There are twartp to the sun monitoring: 1) determination ofeania azimuthal and
elevation angle accuracies, 2) absolute calibrdBerls based on external solar flux measureméditits.latter monitoring
procedure is not trivial, as it requires detailatbWledge of the radar’s calibration, and such imfation is simply not
available for all radars. The former monitoring gedure is, in contrast, straightforward to applgvided all relevant
metadata are available in ODIM v.2.1 files. Thisypdes a harmonized means of monitoring the paindncuracy of a
single radar and a network of many radars.

Anomaly (non-precipitation echo) detection and removal is done with the bRopo package, which is a tooladd-on.
The original code (called ROPO) was developed by BR&ura, 2002) and it has been used operatioiraligal time for
over 10 years there. We have integrated this temguthe toolbox APIs as a dependency instead dihgdhe ROPO code
directly to the toolbox itself. This is a good watfyintegrating a set of existing tools and a siigaifit amount of code. bRopo
provides a set of image analysis based algorittomgléntifying and removing speckle, clutter, bidewrs (birds, insects),
and echoes from external emitters. Output is simdldhat illustrated in Fig. 1 below.

Beam blockage analysis and correction is performed using the beamb package, which & al®olbox add-on because
the package contains GTOPO30 topography tilesattgatelatively large in size. This package has luksyeloped by SMHI
and it uses a geometric beam propagation modebtiesamples the radar’s polar geometry in relaiotme topography, as
a means of resolving small-scale effects impactingbeam blockage. Currently, beamb assumes stamtaphgation
conditions, but the code has been prepared to wligal non-standard conditions provided through NWPradiosonde
profiles. Beamb is configured to automatically gate blockage analyses based on the geometry of dgia. These are
stored and looked up as long as the geometry nmtdlieese routines ensure that analyses will bdadlaieven when the
scan strategy changes without advance notice. We abso prepared beamb to be able to generatesdsulany radar
located in Europe and most of the middle-East, Afiita. The user can specify the radar’s half-poweamwidth when
generating the beam-blockage analysis, and a thick$tr accepted maximum blockage (e.g. 70%); ealiabe corrected
up to that maximum, and above it data will be flegjgvith the “no-data” value. An example from a viieatradar subject to
extreme blockage is given in Fig. 1.
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Figure 1. Detail from two experimental compositase that hasn’'t been quality-controlled for beamdilage (left)
and one that has been controlled (right). The cotied composite succeeds in capturing the precipitat
that is blocked in the uncorrected composite.

An analysis of a radar’s perceived maximum detactamnge given the current meteorological conditicens be expressed
more simply as yielding quality information on tipeobability of overshooting. This is another example of code
contributed from FMI (Koistinen and Hohti, 2010athas been integrated directly into
the toolbox. This information can be very valuahbleen characterizing data quality
when precipitation systems are known to be shaléogs, during winter, but it should be
emphasized that we don’t use this information teorex or otherwise modify the
original data. Probability of overshooting is a @yrradar-based algorithm based on an
elaborated analysis of the echo-top field (Fig. 2).

Figure 2. Reflectivity scan (rays clockwise topbtaitom, bins left-to-right) from a
radar with 460 km range, overlaid with quality indior representing probability of
overshooting.

Compositing is performed in the toolbox using a “slow” algbni that transforms to the Cartesian grid directbnf
input polar volumes and scans. We call the algorithow because it is designed to be a referendenthégates all data as
accurately as possible, and with no other optirronat that compromise accuracy. Currently implemeratkgorithms are
nearest radar, lowest value to the Earth’s surf@cé,a constrained maximum value. The generalimddwork is prepared
to accommodate other methods of compositing ddthoAgh we call this algorithm slow, we have dentmated how it can
be successfully sped up through tiling to accomn®md@d European data within reasonable time coimétrgHenja and
Michelson, 2012). Explicit weighting of quality iftors/indices is not performed yet, although tyak implicitly
addressed in other ways (Fig. 1). This work willdi@borated in BALTRAD+.

3.2. Quality control algorithms being integrated

RADVOL-QC

This set of quality assurance algorithms develogetMGW is dedicated to non-polarimetric radarsr@ka et al.,
2012). Its specific is that it runs in two channelata quality correction and characterization. Tbeected radar data are 3-
D radar reflectivity volumes. The quality informati for QPE purposes is described by means of gualitex (Ql) from
range (0O, 1) (Einfalt et al., 2010).

Legionowo radar:

a) l59 dBZ b)

.. o <
pes = e - -32dBZ

Pastewnik radar:

a) | vl',"‘ Ise dBZ b)

o C i
: 1 % o e
oy .. e X ¥
- P F, * "I—SZdEZ e N - 1 I”

Fig. 3. Example of performance of all correctiog@iithms for the elevation (0.5°): a) raw data (iBZ); b) corrected
data; c) total quality index QI. Radar range is 2. The panels represent range (y-axis) vs. ahirfxaaxis) displays.

The following quality correction algorithms are linded into the system at present stage of workBUDCK. This
algorithm applies to a few errors in radar measemmrelated to especially ground clutter remowval partial and total
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beam blockage. It is based on digital terrain mag analysing radar beam path. (i) SPIKE. Using thigorithms’ set
allows to remove different types of spurious echzaked wide, narrow and high spikes. Generallgytare geometrically-
shaped non-meteorological echoes characterizeldiydpecific spatial structure that clearly disférom precipitation field
pattern: the shape of such echo is similar to kesplong the whole or large part of a single oew heighbouring radar
beams. The spikes often result from Sun radiatioexternal interferences. (iii) SPECK. This kindamintamination in radar
observation is caused by noise in radar signal.speeks are isolated radar gates with or withobbeghich are removed
after analysis of the given pixel's neighbourhofd) ATT. The base for the algorithm is attenuatmoefficient estimated
for average propagation conditions. Attenuatiorptiacipitation is difficult to determine becauseitgfrative character of
used algorithms, so certain thresholds are included

Quality index is calculated taking into considesatnot only aforementioned quality factors but ddglitional ones such
as: SYS — describing impact of radar technical patars on data quality, and BROAD - calculatingaldeming of radar
beam with the distance from the radar site.

The quality algorithms were tested on radar datanfiPolish weather radar network POLRAD (Fig. 3) &hdn
operationally implemented.

Rack

Rack is a standalone executable software develap&dl. Its most relevant module in this contextAisDRe which
provides anomaly detection and removal. Detecdoeised on non-polarimetric dBZ data. The deteet@similar to those
of ROPO, but re-implemented in C++. The detectind eemoval are separate processes which meanprihassing by
Rack can be combined with other software providsigular functionality. In addition, Rack providesrapositing
algorithms with various compositing rules, inclugliquality-weighted compositing. An example of auleésg quality field
is shown in Fig. 4. The program is explained irtHar detail by Peura (2012).

Rack supports reading and writing HDF5 files appdylODPERA information model (ODIM). Rack is abledonvert its
data structures to native HDF5 structures in memehjch may be one general means for integratinckRaother systems.

{ \ & pr = T

Fig. 4. Original sweep (on the left) and qualitgldi (on the right).baséd on biometeor, emitterpshi
and speckle detections computed by AnDRe mod&aadi.

HM C (Hydrometeor Classifier)

A hydrometeor classifier (HMC) using dual polarieat C-band data has been developed with partiaifichfrom the
BALTRAD project (Gill et. al, 2012). The HMC alsadludes algorithms to correct for rain attenuatitorsreflectivity 2)
and differential reflectivity Zpg). The classification scheme is based on fuzzyclagid the membership functions are

represented by 1-dimensional beta functions.

Bornholm
Original Level 2 Classification

Graupel
Rain and hail

Fig. 5. The original radar image (on the left) aitsl corresponding level 2 hydrometeor classificat{on the right).

In the current version, the algorithm can undertéke so-called level 1 and level 2 classificatiols.the level 1
classification a radar echo is classified into ohéour simple classes: precipitation, clutter,acieair echoes, and electrical
signals from external emitters. Similarly, in these of level 2 classification a radar echo is diaskinto one of 11 classes;
ground clutter, sea clutter, external emittersalair echoes, light rain, moderate rain, heauy, néblent rain, light snow,
moderate to heavy snow, and hail/rain mixture.ha level 2 classification the melting layer heigfrtsm the numerical
weather prediction model are used to aid the dlaason. Melting layer determination algorithm ngithe dual polarization
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parameters alone has also been developed as pthet HMC. This algorithm is under going evaluatitwedore its use in the
HMC scheme (Fig. 5).

One of the by-product of the HMC algorithm has b#wt it can be used to remove the false echoesniongst others,
the original radar reflectivity produckyy. The latter product has been much appreciatechéyehd users, such as the
operational meteorologists, as it significantly noyes the radar data quality.

In the future, as part of BALTRAD+ project, furthenprovements to the algorithm are planned sucfinestuning the
membership functions for hail. As hail is obsermedrery small regions occupying few pixels, it Hzsen a challenge to
extract these cells in the radar data whilst engutiey are not contaminated by other hydrometlessses.

De-aliasing

The radial velocity of scattering particles is detmed from their observed phase difference betwmetessive radar
pulses. There is a maximum velocity that can berd@ghed unambiguously. This maximum velocity idaxhlithe Nyquist
velocity and depends on the pulse repetition fraqueand the wavelength of the radar. Velocitieshaigthan the
unambiguous velocity will be folded back into thendlamental velocity interval. This process is chlidiasing. Velocity
aliasing can usually be identified in radar imalggsletecting abrupt velocity changes between neigh measurements.

The de-aliasing algorithm developed at SMHI is busi tool based on a linear wind model and desigoegliminate
multiple folding (Haase and Landelius, 2004). Ihsists of four steps: (i) Wind observations are pespfrom polar to
Cartesian space. (ii) A set of test functions wiiffierent wind velocities and directions is createwl mapped to Cartesian
space. (iii) The test function closest to the obston is determined. (iv) The correct Nyquist intd is determined and the
observed wind is de-aliased.

Note that the vertical wind component is negledtethis approach. To improve the quality of theaaithm, low wind
velocities need to be filtered beforehand as stgmogind clutter may not be suppressed completetyrebler, de-aliasing
should not be performed on sparely and/or unevdislyibuted data in polar space. Weather radar piradiles might be
less affected by aliasing errors as they are maftiyved from higher elevation angles with a highlyiquist velocity.
Unlike many other concepts, the proposed de-aligsilgorithm does not depend on wind informationnfra nearby
sounding (e.g., radiosonde or wind profiler) omfra numerical weather prediction model. Fig. 6 shévw the new de-
aliasing algorithm improves the observed radialdifior the Swedish weather radar in Vara.
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Fig. 6. Observed and de-aliased radial wind. Thehdal lines indicate the 120-km and 240-km-rangg, riespectively.

3.3. Examples of quality assurance algorithms tal&ned

At present many QA algorithms listed in Sectiorr@ still in “brainstorming” phase. Some of them édeen developed
more so that we have at least a first guess saldtiaft available. Those are described tentatiirethis subsection.

The largest sampling bias (difference between arrateasurement aloft or “bin situ” and conditiohgji@und level) at
long distances is, on average, introduced by tlyathee vertical reflectivity gradient and partisddm overshooting in the
snowfall part of precipitation, i.e. the verticabfile of reflectivity (VPR). The magnitude of thimmderestimating in radar
reflectivity factor is typically 2-15 dB at ranges 50-250 km from radar. A real time VPR correctiorethod of the
measured dBZ has been implemented at FMI to reptrestective radar reflectivity factozf) in snowfall and in rain at
ground level (Koistinen et al., 2003). The methauisato be invariant to the occurrence of rain, sraawd melting in a
composite volume of multiple radars. It also cotsefor the overestimation due to interception whik bright band and
underestimation due to the effects of partial beamrshooting and negative vertical reflectivity djemts. Prior to any
application each measured VPR must pass autongttierp recognition algorithms diagnosing precijptatype at ground,
existence and altitude of the bright band, overiangrecipitation, evaporation, residual cluttedarear air echo (insects
or birds) in the profiles. Each measured VPR iachitd with a quality weight expressing the qualditghe profile for the
purposes of QPE. The correction term on dB scatetime-space variable, obtained as a weightedageenf an ensemble
of VPR corrections derived individually at eachdgpioint of a multi radar composite of lowest elématangle scans. The
time ensemble of corrections applies VPRs colleategbch radar during the 6 hours preceding eakeimeoscan. The time
ensemble applies constantly also parameterizecatdiogical VPRs, diagnosed and fitted with the teak height of the
freezing level obtained from a numerical weatherdmtion model. The spatial ensemble of VPRs isiokd from the
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radars neighboring the one whose measurementsoamiected. In absence of calibration errors theltieguground level
estimate of dBZ is a seamless continuous fieldrexdar network.

At FMI hydrometeor phase analysis at ground les@ldupled with the VPR correction described ab@be. output of the
VPR scheme is ground level estimate of dBZ eithedtry snowfall or in rainfall — the effects of mialy are eliminated (as
far as we can). Thus a proper analysis is needgrband level to find in real time the water phaséydrometeors in order
to perform propeR(2) or YZ.) conversion $ denotes snowfall intensity in units of melted watee. mm/h). The analysis is
based on a two-parameter model (temperature aativeehumidity at the height of 2 m above grounsl)isaexplained in
Saltikoff et. al. (2010). In areas where meltingwrfalls at ground we blend both estimalReandS applying local weights
at each grid point which are proportional to thebatbility that the phase is raiR)(or dry snow §).

Especially in cases of strong winds and snowfaldbmbined effect of slow falling velocity of sngarticles with high
horizontal wind speed introduce the phenomenonpheticles measured at long ranges with radar ¢alyi at altitudes of
1-4 km even with the lowest elevation angle) aiétett dozens or sometimes more than hundred kileradiefore they land
on the ground. The practical implication is thag thal ground level pattern of precipitation inignat the same time stamp
moment as that in the low elevation PPI scan cHardignificantly from the latter measurement. Shaven the qualitative
precipitation pattern obtained from radar can lererous compared to the real one at ground levelL&uri et al. (2012)
have shown this bias can be corrected. Howevel, ti@@ calculation requires large computationalorgses as the
correction applies derivation of 4-dimensional éttrajectories using 4-D wind fields from NWPtput.
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