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1. Introduction

Nowadays, the assimilation and usage of weather radar dptasents an important cornerstone in many meteorological
applications like numerical weather prediction (NWP), mfitative precipitation estimation (QPE), and severe Wweat
warning systems. Unfortunately, the benefit, especiallgubsequent automated schemes, may be significantlyedpioy
spurious radar echoes. Therefore, a real-time tguadintrol of the radar data is mandatory.

In 2010 the Deutscher Wetterdienst (DWD) has started theamge of its Doppler C-Band weather radar network with 17
dual-polarimetric EEC DWSR-5001C/SDP-CE radars. In dasion with this procedure, DWD has launched the internal
project ‘RadarmalBnahmen’ with the aim to implement stétdw@-art dual-polarimetric algorithms and to redesign or
improve existing methods foreather radar monitoring, data quality contrdiydrometeor classificatigrand quantitative
precipitation estimationThese new techniques are realized in a convenient softwaneefvork POLARA (Polarimetric
Radar Algorithms), which is also newly developed and irdégpl into DWD’s operational radar data processing envietm
in the course of this project (Rathmann et al. @0this conference).

As an excerpt of this ongoing work, in this paper, recent tgments of post-processing quality control algorithms fo
the new dual-polarimetric radars are presented. Thesenadrgnts are consistent with the existing quality contraltsgy;
cf. Hassler et al. (2006), Helmert et al. (2006, 2008, and220dnd Hengstebeck et al. (2010). In particular, new metfiod
clutter and bright band detection, as well as pgatian path attenuation correction are introduced.

The paper is organized as follows. In Chapter 2, the statosofithe operational radar data quality control scheme of the
DWD is summarized. This represents the starting point for wark. The main Chapter 3 is then dedicated to the
presentation of the new developments. For each algorithenptincipal functionality is briefly described, each &lled by
the results obtained for selected weather cases. The cHegbes with a brief insight into the software technioalization
of the new algorithms within the mentioned framework POLARAe final Chapter 4 contains a conclusion and closes with
a short outlook on future developments.

2. Theradar data quality control concept of the DWD

This chapter provides a short outline of the presgrerational radar data acquisition and quabguaance strategy applied
in the German weather radar network.

2.1 Assembly of data in the radar network

DWD operates a network of 16 radar devices (17 after congpledf network renewal) with a homogeneous scan strategy.
Radar scans in five (‘precipitation scan’) and fifteen ntéintervals (‘Doppler scan’ and ‘intensity scan’) are penfied.
The ‘precipitation scan’ (PRF 600 Hz, max. range 150 km) steof the data recorded during a full revolution of the
antenna with terrain-following low elevation angles. Ti@oppler scan’ (dual PRF 800/1200 Hz, 124 km) consists of 18
sweepsi.e., the respective data from a full antenna revoluti@eorded with fixed elevation angles between 0.5° and 37°.
The long-range ‘intensity scan’ (500 Hz, 256 kmljexds five sweeps at different elevations betw@&i and 4.5°.

An initial stage of quality control is performed at the radaelf in the signal processor. Here a set of filters andshodds
is applied. One building block in this filtering scheme iDappler filter for the removing of stationary clutter. For each
sweep, the resulting pre-filtered moments, e.g., reflégtand radial velocity, are coded in a separate file andsmaitted in
real-time to the central office in Offenbach via an autorddiie distribution service (AFD). Then, the gathered datesps
undergo a second stage of post-processing qualittyal, on which this paper focuses.

2.2 The radar data quality control software RadarQS

The post-processing quality control to remove the spurgigsals remaining after the filtering in the signal process
currently performed using the DWD software package Radas®&Hengstebeck et al. (2010) for a detailed description. F
each pre-filtered reflectivity and radial velocity sweeparesponding separate quality product is generated .eTpreslucts
encode for each individual range bin a set of quality bitsergheach bit refers to one quality relevant phenomenon. This
includesspoke and ring artifacts, clutter, second trip, and radiglacity aliasing Moreover, the software is designed to
detect gross radar data errors affecting the whole swegp,o@rrupt datasets due to a possible temporary techradailrr
problem. To detect such errors, only the reflestighd radial velocity data itself and no additiodata are used.

Subsequent meteorological schemes are then equippedheittré-filtered reflectivity and/or radial velocity datachthe
corresponding quality products. Each user may indiviguddicide how to proceed in case a quality relevant event imgera
bin or the whole sweep has occurred.
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3. Development of new quality assurance algorithmsfor the dual-polarimetric radars

As mentioned in Chapter 1, the radar network exchange isnaganied by a supplementary project dealing with the
development of new radar data processing algorithms &l the new dual-polarimetric devices. One principal iagk
field herein is the further development and completion &f éxisting quality control algorithm chain realized in Re@8
(cf. Chap. 2.2), and the integration of all extended and nelsi/eloped methods into the new software framework POLARA
(cf. Chap. 1).

In the sequel, three algorithms that have been recentlylolee@ in this context are presented. A brief glimpse at their
realization in POLARA is given subsequent to that.

3.1 Clutter detection using dual-polarimetric data

Firstly, the important issue of clutter detection is addegk Basically, one may distinguish betwestationary clutter which

is defined to expose a radial velocity of approximately 0 orithe one hand, and betweeariable clutter for which this
assertion is not valid, on the other hand. The stationanyeclproblem is initially treated by the Doppler filter indlsignal
processor. Such a filter has the ability to remove signifiantributions of the Doppler spectrum close to 0 m/s. \Wexat
signals, which are assumed to propagate with a radial uglddferent from zero, are preserved. Hence, the advantge
that, in principle, clutter echoes superimposed on weathboes can be separated within a range gate, preservinghenly
desired meteorological part. However, it is known that thethodology has its weaknesses (Seltmann (2000)). Faniost
precipitation echoes along the line perpendicular to thmidating wind direction may expose a radial velocity close t
0 m/s, and thus are often erroneously biased. From thedienjmay remarks, the following requirements for our post-
processing scheme can be deduced.

a) Requirements for the algorithm
The post-processing clutter algorithm is intended t

» detect stationary clutter (0 m/s radial velocitg.ebuildings, mountains, etc.),

» detect variable clutter (birds, insects, chaff,)etc

» check the performance of the Doppler filter pregigwapplied in the signal processor,
and encode for each range gate the result in the corresgpqdaity product by activating a respective quality bit.eTh
Doppler filter check supplies the information whether theppler filter has rightly worked or if it has falsely biased a
meteorological signal.

b) Structure of the algorithm

The method is designed as a three-step procedure and aligarlies onhorizontal reflectivity, differential reflectivity,
horizontal radial velocity, differential phaseco-polar correlation coefficientmeasurements, and thBoppler filter
correction of the horizontal reflectivity

Thefirst main step consists in a fuzzy logic classification as described inubclet al. (2003) to initially map each range
gate to one of the classeseteorologicalground clutter/anomalous propagatipar biological. The approach is based on a
subset of the mentioned parameters, namely the horizaftattivity (including a derived texture parameter), tlifedential
reflectivity, and the co-polar correlation coefficient.hd utilization of the differential phase as suggested in
Schuur et al. (2003) is decoupled from this clésstiion procedure and comes into play in the secoaith step.

In the second main step, the result of the performed classification is confrontéthwhe information extracted from a ray-
wise calculated texture parameter derived from the difféaéphase. In fact, the differential phase data of metegioal
echoes along one ray exposes a rather smooth structuresashfar underlying significant clutter echoes, or clear aiire
usually observes an irregular, noisy pattern. The ray-tégaure parameter is computed as follows. We take a locatdmox
standard deviation of the samples of the second derivativanoapproximating spline (de Boor (2001)) fitted to the
differential phase data. At range gates where the origifferdntial phase data is irregular, the standard dewiagtwould be
large, i.e., it should exceed a certain threshold. The smowteorological regions induce a small standard deviatess
than the threshold. Note that we use the second derivatitheo$pline, because the irregular, noisy parts are even more
enhanced, so that the separation from the smooth areas bs@asier. For each range bin, the decision, i.e., metepicalo
(small standard deviation) or non-meteorological (largmdard deviation), is then confronted with the classifzafrom
the previous main step. In case of a contradicting residtptitcome of the classification wins, only if the probabitiff the
respective class is sufficiently high. If, after all, thedl decision results in clutter, the unfiltered radial @ity (prior to
Doppler filtering in signal processor) is used to concludether the clutter is stationary or variable. At the end oiimséep
two, one of the quality bitbi t _nmet eorol ogical, bit_stationary clutter, bit_variable clutter,
or as a subclass of the lattdyi t _bi ol ogi cal is activated in the quality products for the reflectivitydathe radial
velocity.

Thethird and final main step contains the inspection of the Doppler filter performarioecase the result after main step
two for a range bin is meteorologicdi(t _net eor ol ogi cal active), the Doppler filter corrected radial velocity insé
to zero, but the Doppler filter correction in dB exceeds aaiarbound, it is assumed that the Doppler filter has struck
inadmissibly. Otherwise, if the result after step two igtistaary clutter bit _stati onary_cl utter active), and the
Doppler filter correction in dB has been significant, theppter filter has validly worked. These information are also
encoded in the corresponding quality product bivatihg a respective separate quality bit.
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c¢) Results for an example weather case

An example weather case from the dual-polarimetric DWD radifenthal near Frankfurt (Main) on Septembet, 2011,
01:20 UTC, ‘precipitation scan’ mode, is shown in Fig. 1. isualizes the reflectivity and radial velocity data and the
differential phase. Moreover, the thresholded textureapater derived from the differential phase introducedo)nis
depicted. Figure 2 contains the azimuth-range plot of thaity product contents corresponding to the horizontéécsvity
(with signal processor filters applied) after main step ,twdor to the Doppler filter check. Moreover, the Doppldieii
control bits, set by step three, are shown (Fignigdle and right picture).
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Fig. 1 Example from DWD radar Offenthal, Septemd&i2011, 01:20 UTC, ‘precipitation scarFirst Row: PPI and

azimuth-range plots of unfiltered reflectivity (signal processor filters applied), azimuth-rangetpif reflectivity after
application of signal processor filterSecond Row: Azimuth-range plots of unfiltered radial velocity

(Nyquist velocity 7,95 m/s), differential phased aexture parameter derived from differential phasedescribed in b).
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Fig. 2 Left: Azimuth-range plot of quality product after matapstwo corresponding to the pre-filtered refleitgiirom
Fig. 1, upper rightMiddle: Range gates inadmissibly filtered by Doppler ffilRight: Admissibly Doppler filtered pixels.

3.2 Detection of the bright band

A main subject of radar meteorology is the quantitative ipitation estimation. Straight forward procedures to det t
correct amount of precipitation are interfered, among othality issues, like the aforementioned clutter detegtlny the
so-called bright band. Apart from the improvement of the QB bright band detection also enhances a subsequent
hydrometeor classification. This double-sided charaistelue to the fact that especially in the bright band meltiagiples

are present that are forming a separate hydrometeor classeTmnelting particles lead to an increase of the radarctifity
during the melting process (e.g., Steinert et al. (2010he €onsequence is overestimation in the QPE. The bright band
detection introduced in the following is individlyahpplied to the PPI scans from the different D\Wddar sites.

a) Prerequisites for the algorithm
Because of the melting behavior, a relation of the bright@nthe air temperature is obvious, leading to the temperats
input parameter. In particular, at this stage of the devakq, the height of the 0°C isotherm and the height of the snow
limit are used. Both are computed within the COSMBNWP model.

Usually, the bright band detection is not done for near-gdoelevations (e.g., Giangrande et al. (2008)). Reasorthare
reducing of misinterpretations from clutter or other giyaphenomena and the ‘sharper’ designation of the brightl ken
higher elevations. To enhance the estimation of the brightitfor the low elevation angles of the ‘precipitation sc@a@e
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Chap. 2.1) a bright band history was introduced. This hysiacludes the detection results of the preceding ‘Dopptams’
and ‘intensity scans’ and are therefore predomipanéated from measurements with higher elevations

Furthermore, the results of previously processed qualktsuence algorithms, namely the spoke detection and the
aforementioned clutter detection, are taken into accaurttie estimation of the bright band. At this stage, the datamge
bins affected with poor quality were filtered aheéitewith dropped out for later analysis.

To summarize, the input for the bright band detection is fnby the above mentioned parameters together with the
available radar measurements of the reflectivify),(differential reflectivity €s) and co-polar correlation coefficienpi).
The algorithm is realized in such a way that justis mandatory. This means, the algorithm also works with lsing
polarimetric radar data. However, the best perfoiceds attained with a complete set of input patame

b) Building blocks of the detection algorithm
The estimation of the bright band is separatetireet main parts.

Firstly, in thepre-processing stage, the input parameters are tested for validity andapeeipfor further processing. Here,
one step is the transformation of the data containing abesdleight information above mean sea level (like the brigido
history and the height of the 0°C isotherm) totreéaheights related to the radar measurements.

The processing part consists of a standard fuzzy classifier handling ev@ngle input parameter with associated
membership functions. The membership functions for thearadeasurements are adapted versions of the trapezoidal
functions of Boodoo et al. (2010). If a parameter, excep@pis missing, the weighting factor for the membership fumati
is set to 0. The estimation of the correct valwegte adjusting screws of the fuzzy classifiestits in progress.

After that, apost-processing part is added. Here, the detection along one ray and betweighbworing rays is connected
to improve the result. This proceeding is based on the ideasphooth bright band with slightly areal variations withire t
coverage of one weather radar. As one step, the averaging2df azimuth sector, as in Giangrande et al. (2008), is
implemented. In addition, the detection resultrisagled in the quality products by activating thprapriate quality bit.

¢) Example dataset

To give an impression of the bright band detection, one examwjth data recorded on March!"2012, 22:45 UTC, is
shown in Fig. 4. In addition, Fig. 3 gives the contributirglar measurements, nam&ly Z;. andpn.. The chosen dataset is a
near-ground ‘precipitation scan’ from the radae §iffenthal, near Frankfurt (Main).
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Fig. 3 Example dataset from radar Offenthal, Maréh 2012, 22:45 UTC. Azimuth-range plotlefit: signal processor
filtered reflectivity,middle: uncorrected differential reflectivityjght: uncorrected co-polar correlation.
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Fig. 4 Bright band detection of the dataset introdd in Fig. 3. On th&eft hand side the azimuth-range plot and on the
right hand side the same data as PPI is displayed. Tighttband class is plotted in green color and goeor quality
marked ranged bins, that are related to the cluttetection (Chap. 3.1), are presented in yellovocol

3.3 Attenuation correction

The detection and correction of propagation path atteomaBpresents another important component in weather cpgdy

ity control systems. The accuracy of hydrometeor clasgifim and quantitative precipitation estimation schemegés on
the availability of attenuation corrected reflectivitydadifferential reflectivity data. However, the quality dool software
RadarQS used up to now does not contain a scheme for thisgaurphis gap is filled by the new polarimetric algorithm de-
scribed below.
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a) Design of the algorithm

The algorithm realized in the new DWD software package PORARBlies on the self-consistedty, constraint method de-
scribed in Bringi et al. (2001), which is based on a rain pirgdischeme proposed by Testud et al. (2000). The starting po
is the model power law relatiof,(r)=a[Zx(r)]?, and the linear model equati#@a(r)=aK(r), in which the specific attenuation
Au(r) at ranger is in dB/km, {x(r) is the intrinsic horizontal reflectivity in mfm?®, andKg(r) represents the specific differen-
tial phase. Using this model, for a given the specific attenuatioAn(r; @) may be expressed in terms of the measured re-
flectivity value z(r) (in linear scale) and®qy=®qx(rm)-Pap(ro), i.€., the variation of the differential phase from a ratgms-

tion ro in front of a rain cell to a locatiom, beyond, see Bringi et al. (2001) for details. To take accofitihe sensitivity of

the proportionality parameter to temperature and drop size distribution, Bringi et al.QP0suggest calculating a recon-

(r):= zjrr (S9) yofor different choices ofx. The idea is then to compar@, (r) with a filtered
o a
version of the measured profile. The final result for thec#ie attenuation is set té\y(r; dup), Wherea, is the factor for

which the distance between the reconstructed and theefilteriginal®, profile is minimal. Finally, the corrected horizontal

rec

structeddg, profile @ dp

reflectivity in dBZ is obtained byL0log,y({},(r)) =10log,4(z,(r)) +2Lr An (s, agpr)ds. The pre-smoothing of the differential
0

phase profile is performed using the iterative filteringeme proposed in Hubbert et al. (1995). Instead of a FIR figein
Hubbert et al. (1995), a smoothing spline (de Boor (20@ gpplied. The correction of the differential reflectivity, for
differential attenuation is performed using ti@g constraint approach described in Bringi et al. (2001), &7 dii).
Moreover, the algorithm is performed for connected ray sagsof common hydrometeor type, provided by a hydrometeor
pre-classification scheme, which has also beeizezhin POLARA.

The calculated local and accumulated specific and diffeakattenuation, and the respective corrected moments are
passed to subsequent algorithms by writing these dateetoffivia an internal data structure. In addition, the randesgdor
which the specific attenuation is significant, avarked in the quality products for reflectivity aratlial velocity.

b) An example weather case
A model weather situation at the polarimetric rasite Offenthal on June, 22011, 12:30 UTC, ‘intensity scan’ mode, is
considered in Fig. 5. During this convective eveonpsiderable attenuation effects have occurred.
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Fig. 5 Example from DWD radar Offenthal, June’*2011, 12:30 UTC, ‘intensity scarFirst Row: Azimuth-range plots
of unfiltered reflectivity (no signal processotsdils applied), differential phase, and specifidatiéntial phase.
Second Row: Azimuth-range plots of unfiltered (no signal preser filters applied) reflectivity corrected fortanuation,
the calculated specific attenuation, and the résgltumulative attenuation.

3.4 Realization of the methods in the new softwR@t ARA (Polarimetric Radar Algorithms)

The algorithms described in the Chapters 3.1-3.3 have lreafized in the software framework POLARA (cf.
Rathmann et al. (2012); this conference). The virtue OLRRA is twofold. On the one hand, it provides a convenient
environment for the development of post-processing algms, providing a generic algorithm interface, radar dagalfO
components, an internal radar data model, and configuragiod logging interfaces. On the other hand, a runtime
environment for the permanent 24/7 processing of radar idadgailable, including an easy mechanism to integrate a new
method into the chain of permanently running sclreeme
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The sequence of post-processing quality control algosttion each station in the new radar network, i.e., after the
renewal, will be subsequently performed in a separate ‘{ekecutable) within the mentioned runtime environmenteseh
jobs (17 in number) are started and monitored by a specialdsdbr program. Moreover, they are supplied with the raleva
radar data by an automated radar data file managing protkesscheduler and radar data file manager processes represe
the core parts of the POLARA runtime environmerdt{fRnann et al. (2012); this conference).

4. Conclusion and outlook

Post-processing quality control algorithms for the newlghadarimetric radars in the DWD network have been intraetlic
including clutter and bright band detection, as well as pggtion path attenuation correction. These methods are
implemented within the new software package POLARA cutyebéing developed at the DWD. The existing radar data
guality assurance strategy is maintained. The developofdrOLARA and the algorithms therein is still in progress. &dh
this stage is completed, POLARA is intended to bezoperational and so to take on the job currefdhe by RadarQsS.

Until then, the mentioned algorithms are going to be extegitested, tuned, and further developed. Moreover, a
systematic verification of their accuracy as fapassible is an open working task.
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