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Session 1Particle Filtersand Applications

1 - Estimation of Ecological Model Parameters by Implicit Sampling
Brad Weir: Oregon State University — USBweir@coas.oregonstate.edu
Alexandre Chorin, Robert Miller, Matthias Morzfedtd Yvette Spitz

We describe a new algorithm that simultaneouslynedgés the state evolution and parameters of a
non-linear stochastic model based on noisy obsemstof the state. The method approximates the
probability distribution of the model solutions apdrameters with an ensemble of sample values
called particles: for each individual particle, first determines the most likely values given the
observed data, then samples around those values dpproach has a strong theoretical
foundation, applies to non-Gaussian distributioaisgd can be implemented as a smoother or filter
to estimate any number of model parameters, ing@alditions, and/or model error covariances.
We refer to it as "implicit" because it updates gagticles without forming a predictive distributio

of forward model integrations.

The primary motivation of this research is the rastion of marine ecological model parameters
conditioned on satellite-based observations of ighyll. Using the values of the parameters, we
hope to determine with some certainty which plamktgroups inhabit a given region of the ocean
over a specific length of time. In our experiesoefar, the implicit method avoids the problem of
sample impoverishment that hampers many other dieemmethods. Its effectiveness is
particularly apparent when the true parameter amutial approximation lead to qualitatively
different model outputs. We use this propertyoimgare the effectivness of our approach with the
ensemble Kalman filter (EnKF) and sampling impocamesampling (SIR). The implicit estimator
is asymptotically unbiased, has a root-mean-squamedr comparable to or less than the other
methods, and is accurate even when the probabilisgributions are non-Gaussian and the
ensemble size is small.

2 - Stochastic level set dynamics for the trackingf closed curves from image data
Memin Etienne: INRIA — Franceetienne.memin@inria.fr

Christophe Avenel: LIP6, UPMC - LIP6, UniversiteeRe et Marie Curie, France
Patrick Perez: Technicolor Corporate Research,déran

We introduce a stochastic filtering technique tack the state of a free curve from image data. In
that purpose, we design a continuous-time dynantizg allows us to infer inter-frame

deformations. The curve is defined by an implieitel-set representation and the stochastic
dynamics is expressed on the level-set functiclakés the form of a stochastic partial differehtia

equation with a Brownian motion of low dimension.these evolution models, we propose to
combine local photometric information, deformatianduced by the curve displacement and an
uncertainty modelling of the dynamics. Specificiod® of noise models and drift terms lead to a
traditional level set evolution law based on meanvature motions, while other forms yield new



evolution laws. The approach we propose is impleetethrough a particle filter, which includes
colour measurements characterizing the target dnedldackground photometric probability density
respectively. The associated filter capabilitiese alemonstrated on various satellite image
sequences depicting the evolution of complex gesigdiyflows. The robustness and the long term
performances of the method is demonstrated on a6 y& daily available satellite images related
to ice density at the north pole for the trackirign interface delineating a specified region.

3 - Object-oriented processing of CRM precipitationforecasts by stochastic filtering
Philippe Arbogast CNRM-GAME — Francephilippe.arbogast@meteo.fr
Olivier Pannekoucke, Etienne Mémin

In order to cope with position errors of mesoscateuctures in cloud-resolving models it is
suggested to post-process the model outputs foltpaifuzzy object oriented approach. The aim is
to extract and track precipitating features assoeth with a higher predictability than the
individual precipitating cells found in the fore¢a3he present approach uses the particle filter
method to recognize patterns based on predefingdreeor spatial variability of the model output.
An ensemble of precipitating objects, which arentipgopagated in time using an advection-
diffusion process, is involved. This method allayeserministic forecasts to be converted into
probabilistic ones. Specific case studies suppgrtime ability of such ensemble predictions to
improve short-range precipitation forecast skilliae shown.

4 - Implications of proposal density choices in alR particle filter
Andreas Rhodin. German Weather Service — Germany.

In [Leuuwen 2010] a method to enhance the partfdter with re-sampling is proposed by i)
choosing a proposal density that is different fribv@ model error pdf and ii) choosing this proposal
density in a way which leads to almost equal weiglthe particles in the posteriori distribution.
Here the choice of the proposal density and itdizapon is analysed by means of a very simple 1-
dimensional example set-up: Gaussian distributi@msl specific choices for observational,
background and model error. The qualitative 'visuassessment is augmented by statistical
considerations. The risks of choosing proposal diesswhich differ strongly from the model error
pdf are shown and the approach to obtain almostabqueights in the prior distribution is
examined critically.

References: Non-linear data assimilation in geasoés: an extremely efficient particle filter. Pahv
Leeuwen QJRMS 136:1991-1999 2010

Session 2Miscellaneous

5 - Examining characteristics of analysis errors uag TIGGE multi-center analyses
Thomas Hamill: NOAA Earth System Research Lab, Physical Scieigision US

A year's worth of global analyses from multiple igp@nal centers were recently downloaded and
examined using data from the TIGGE THORPEX databd&emining such differences between
the analyses may be useful both as a diagnosticd&tecting when one center is radically

inconsistent with the other centers, and it maymle some general guidance on the structure of
analysis errors for ensemble initialization.

The examination of differences between the cergbosvs that there were surprisingly large

differences between the centers' analyses. Nedaeir temperature analyses differed

instantaneously and even in time averages by S5Knore. Some regions such as subtropical
oceans had analysis differences in 850 hPa temperaitof several K, and tropical wind analyses
differed by 5 ms-1 or more, even in time averagessome analyses, southern-hemisphere
extratropical cyclones were completely missing.

The spectral structure of ensemble Kalman Filtatyreations from the Canadian Meteorological



Center and NOAA were also compared against oparatilOAA/NWS "ensemble transforrm with
rescaling” perturbations and ECMWF perturbed obsMar/singular vector perturbations. The
spectral structure of the multi-center analysisfaténces were used as a basis for comparison.
Generally, the ensemble perturbation methods showedck of sufficient amplitude at the
planetary scales, as none were designed to acctamsystematic biases in the large-scale
analyses.

6 - Evaluation of uncertainty of future change in pecipitation by global warming ensemble
projections using 60-km mesh global atmospheric mads
Shoji Kusunoki: Meteorological Research Institute (MRI) — Japan

Uncertainties of future change in precipitation wezvaluated for ensemble simulations of global
warming. Time-slice experiments were conductedgusio-rkm mesh global atmospheric model
(MRI-AGCMS3.1H and 3,.2H) which well reproduces erte precipitation events and tropical
cyclones compared with coarser horizontal resolutinodels. For present-day climate, observed
historical Sea Surface Temperature (SST) was ptestifrom 1979 to 2003 (25 years). For future
climate from 2075 to 2099 (25 years), change inrthdti-model ensemble of SSTs projected by
atmosphere—ocean general circulation models (AOGCids Couple Model Inter-comparison
Project 3 (CMIP3) was superposed to the observesiohical SST. A1B emission scenario is
assumed. To evaluate uncertainty of projectioneerde simulations were conducted using version
3.1H of the 60-km model with four different SSTd tlmee different atmospheric initial conditions
for future climate (experiment 1). Moreover, enskengimulations were conducted using version
3.2H of the 60-km model with four different modeygics (cumulus convection scheme) and four
different SSTs (experiment 2). Classical ANaly$i¥&iance (ANOVA) was applied for change of
seasonal and annual average precipitation. Expeninieindicates the contribution of SST to the
total variance is generally larger than that of tinl condition (internal chaotic variability of
atmosphere), but some regions of mid-latitude affected by internal chaotic variability of
atmosphere. Experiment 2 indicates the contributdércumulus convection scheme is generally
larger than that of SST, but some regions overR&eific Ocean and Indian Ocean are strongly
influenced by SST.

7 - Cyclone Aila Moisture Effects On Heavy Rain AndFlooding In Bangladesh, Bhutan, Ne-
India And Nepal
Mohan Kumar Das: SAARC Meteorological Research Centre (SMRC) —ddaahesh

Cyclone AILA-2009 was of moderate intensity thataged south western part of Bangladesh
badly. Alongside, it ravaged West Bengal of Indiastern Nepal and southern Bhutan. Due to
torrential rain these four countries experiencedofling effects. A series of heavy rainfall events
caused devastating floods across portions of seatitral and south west Bangladesh into north
western Bangladesh, south eastern Nepal and Bhutan May 26-27, 2009. The occurrence of
both a frontal and meso-scale convection patterd #re entrainment of tropical moisture from
western Bay of Bengal (BoB) combined to producenheainfall. The wet spell episode persisted
over a two days period. An extensive area withrsttotals of 25 to 50 mm stretched from south
west Bangladesh into south eastern Nepal and Bhdithis is a case study examining the meso-
scale, upper air and hydro-logic aspects which tedhe prolonged heavy rain and flood episode.
Advanced Research WRF (ARW) Model with horizomsdblution of 9 km x 9 km, 50s time step
and 27 vertical levels has been used to simulagentiture of Cyclone AILA and its associated
wind, rainfall etc. Six hourly Final Reanalysis (ENdata of National Centers for Environmental
Prediction (NCEP) were used as input to WRF-ARW élidor the simulation of “AILA”. The
model results are compared with the TRMM, Kalpananages and the India Meteorological
Department (IMD) predicted results. Further, theteimsity of the events generated from the
simulations is also compared with the national moeigy predictions in order to evaluate the
model performance.



8 - Improved Monsoon Rainfall in Regional Climate Mbdel Using Data Assimilation
Raju Attada: Indian Institute of Tropical Meteorology, Punéndia. rajua@tropmet.res.in
Dr. Anant Parekh (Emailanant@tropmet.resj)n

Dr. C. Gnanaseelan

Indian Summer Monsoon (ISM) is one of the speciadehatures of the global atmospheric general
circulation. In recent years, attempts have beemen® simulate the climate features by regional
climate models. Although the accuracy of the negioatmospheric models has improved
dramatically during the past decades, many souofesrror still remain. The sources of errors in
the numerical weather prediction (NWP) models carclassified into two categories. One is from
the model used; reflecting the imperfection of rhaderesolving the forcing present in the
atmosphere and the other source is from obsenrvieginitial true state of the atmosphere. The
present study examines the impact of assimilatiolermperature and water vapour profiles from
Atmospheric Infra-red Sounder (AIRS) data and Reahde observations on WRF for simulation of
monsoon active period during 2010.

The model used herein is the Weather Research amdc&sting model. The NCEP/NCAR
Reanalysis data is used to determine the initiad &oundary conditions required for the model
integration. For the model validation, ERA,TRMM-2BMD gridded rainfall and Atmospheric
Infra-red Sounder (AIRS) satellite data used faos #tudy. Upper air observations are also used for
assimilating into model. Model has been integrdtadl5 days, starting from 25 June, 2010 to 10
July 2010.

Analysis revealed that the assimilated profilesemhperature and water vapour are improved the
model simulation relatively well. The Root Mean &quError between IMD and -CTRL is 5.96
mm/day. With Assimilation, the Root Mean Squar@iEetween IMD and Model is reduced and
its value is 3.62 mm/day. Rainfall patterns arelwmaproved over central Indian region as well
northern part of country reasonably good when coragao model CTRL experiment against to
observations (IMD, TRMM). Figure 2, showing thag tRainfall time series over central Indian
region. It is showing that the rainfall has goodpiraved with the assimilation when compared to
CTRL run against to IMD as well as TRMM observagiorhe vertical structure of the Temperature
(K), water vapour mixing ratio(g/Kg), and vorticffye-4) components are improved with
assimilation compared to CTRL experiment.

In Future study, the same will be checked with Adeaassimilation Techniques such as
Variational and Ensemble Methods.

9 - Flow-dependent wavelet modelling of backgroundrror correlations
Hubert Varella: GMAP/Meteo-France — Frangbert.varella@meteo.fr
Loik Berre, Gerald Desroziers

A wavelet formulation on the sphere is considemechiodelling heterogeneous background error
correlations for the Meteo-France global Numeridakather Prediction model. This approach is
compared to the operational spectral formulatiorhieh is horizontally homogeneous to a large
extent. Moreover, while this wavelet formulationused operationally at ECMWF to specify
heterogeneous but static correlations, a flow-deleer wavelet representation of correlations is
investigated in this study.

Diagnostic studies have been conducted to exanmeogrgphical and temporal variations of 3D
correlations over the whole globe. The results stimsvability of wavelets to represent horizontal
and vertical heterogeneities of correlations. Fostance, the contrast between relatively broad
horizontal correlations in the tropics and sharpesnn the mid-latitudes is well represented by the
wavelet formulation. The dependence of correlationghe weather situation is also visible, with
smaller correlation length-scales near mid-latitudews. The impact of the flow-dependent
formulation on the forecast quality will also besclissed and illustrated.



10 - Variational organization of modeling technolog for environmental problems

Vladimir Penenko: Institute of Computational Matregios and Mathematical Geophysics SD RAS,
Russiapenenko@sscc.ru

Alexey Penenko Institute of Computational Mathematics and Math&oal Geophysics SD RAS,
Russiaa.penenko@gmail.com

Elena Tsvetova

An approach to construction of methods solvingdiend inverse problems for studies of natural
processes with numerical models and all accessibservational data is presented. The focus is on
the models of atmospheric hydrodynamics and chgmishe approach is based on variational
principles. They allow one to concordantly descrébeariety of multi-scale processes and to build
an optimal modelling technology.

The models of processes are considered to comliffierent kinds of uncertainty. This fact is
denoted by the uncertainty functions that expligittroduce some flexibility into the rigid structu

of the models. A corresponding weak-constraintataonal principle is formulated. The additional
terms describing the consolidated measure of uanext are included in it. Combined analysis of
the calculated model state, adjoint, sensitivityd auncertainty functions gives the base for sofuti

of environmental problems.

In particular, introduction of the uncertainty fummns into the modelling system simplifies the
structure of 4D-VAR data assimilation algorithms. dssence, these functions play the role of
control parameters for minimization of the goal dtional of variational principle and introduce
the features of regularization into the processimferse problem solution. In the frames of
decomposition and splitting methods, we take theeofation window equal to the step of model
discretization in time. All assimilation procedurese realized by direct algorithms without
iterations. This allows us to assimilate all acébksinformation on meteorological and chemical
state functions.

If a problem suffers from observational data defndy then we should get additional information
involved with the use of ensemble technique. Tcersaknario calculations in our approach we
have built informative bases with the help of ogiiwal decomposition of the dynamics phase
spaces of the processes under study. We usellihwifg method. The sets of vectors of the state
functions, calculated by means of non-linear modéjsrocesses, are interpreted as elements of the
linear span of Krylov type spaces that are usualigd in linear algebra. The functional content of
the span is structured as a rectangular matrix. ther, the orthogonal decomposition of the matrix
with the use of SVD technique gives the requiresilsbidt is used for analysis of the structure @& th
phase spaces with an account of the scales ofrb@toes and for formation the constructive
elements for organization of scenario ensemblesedksas for analysis of the ensemble calculation
results.

11 - Analysis of Integrated Forecasts from Variou€ombinations of NWP Models

Laura Huang: Cloud Physics and Severe Weather Research SgEtwironment Canada -
Canadalaura.huang@ec.gc.ca

George Isaacl, Grant Sheng2

1Cloud Physics and Severe Weather Research Seé&fromonment Canada, Toronto, Ontario,
M3H, 5T4, Canada

2Faculty of Environmental Studies, York Universitygronto, Ontario, M3J 1P3, Canada

This study presents an analysis of observation dath NWP models as background grid data to
generate optimal integrated forecasts for nowcagtip to 6 hours. Since there is a general lack of
numerical models specifically designed for noweagtidifferent numerical models and / or
ensembles which were originally designed for sbonnidterm forecasts are now also being used
for nowcasting. Each NWP model has its own strengthd limitations, and their forecast
performance often varies in relation to time, locatand other forecasting variables. A novel
weighting, evaluation, bias correction and integmtsystem (WEBIS) has been developed at
Environment Canada for generating nowcasts by natiagg observation data with available NWP



forecasts. In order to know how many NWP modelssafficient to obtain optimal nowcasts and
how NWP model forecasts affect integrated nowcalktierent integrated models with various
combinations of NWP models are tested.

In this study, three NWP models are used indivigiuahd collectively as background models for
generating integrated nowcasts. Verification isfpened at two Canadian airport locations (CYYZ
- Toronto International Airport and CYVR - Vancouwternational Airport) over the winter and
summer seasons. By analyzing the verification wdchsts, the integrated models (using 1 to 3
NWP models) were found to produce more accuratectsts for 5 selected forecast variables
(temperature, relative humidity, wind speed, wingtgand wind direction) than using either the
NWP model forecasts or an objective analysis oentesl data alone, regardless of season and
location. The integrated methods greatly improv@eédast accuracy and reduced errors.

12 - Assimilation of sea surface height into HYCOMbver the Atlantic based on multivariate
ensemble statistics methods

Clemente Tanajura: Federal University of Bahia azrcast@ufba.br

Konstantin BelyaevDavi Mignac Carneiro, Leonardo Nascimento Lima

Along-track sea surface height anomalies (SSHAgmsions from Jason-1 and Jason-2 over the
North and South Atlantic were assimilated into tHigorid-Coordinate Ocean Model (HYCOM),
configured with 1/4 degree of horizontal resolutiand 21 vertical layers. The assimilation
methods were based on the multivariate ensembiistgta and included the Optimal Interpolation
(Ol) method, Ensemble Ol (EnOl) and others. Themide statistics were based on an eight-year
run forced by the NCEP/NCAR atmospheric reanalyafigr 20-year spin-up with climatological
forcing.

The assimilation runs were analyzed and comparetd wicontrol run performed with the same
conditions of the assimilation run but without asgation. The impact of assimilation of SSHA on
other physical parameters — such as temperaturgisa velocities and particularly model layer
thicknesses — was studied. Also, sensitivity studigsociated with technical aspects of the
assimilation methods were carried out. This workast of the effort to implement a multivariate
assimilation scheme in operational ocean forecastaystem by the Brazilian Oceanographic
Modelling and Observation Network (REMO)

(www.rederemo.or)y

13 - A variational approach for retrieving rain rate combining information from rain gauges,
radar and microwave links.

Blandine Bianchi: EPFL - LTE — Svizzeralandine.bianchi@epfl.ch

Alexis Berne, Peter Jan van Leeuwen, Robin Hogan

Accurate and reliable rain rate estimates are calidor various applications (flood forecasting,
road traffic, agriculture to list a few). As a catpience rain sensors of different types have
deployed in many regions. In this work measuremieats different sensors, namely rain gauges,
radar and microwave links, are combined to estimaii greater accuracy the distribution and
intensity of rainfall. The objective is to retrietlee rain rate value that is consistent with alkse
measurements while incorporating the uncertaintye da the indirect measurements and the
different technologies applied. By focusing on istdt.e., time-independent) Gaussian case,
assuming our problem is not grossly non-linear,implement the Gauss-Newton method to solve
the cost function containing proper error estimaf@sn all sensors. This variational approach is a
standard in data assimilation. It is mathematicafigorous and takes full account of errors
sources. Furthermore, the method can be flexiblgpéed to apply additional data sources. The
proposed approach is tested assimilating data fdghrain gauges and 14 operational microwave
links located in the Zurich area (Switzerland) dfoat 20x23 km to correct the prior rain rate
provided by the operational radar rain product frovieteoSwiss.



14 - Bayesian inference of wind drag parameters atigh wind speeds using a polynomial
chaos surrogate

Ihab Sraj: Duke University - USAisraj82@gmail.com

Justin Winokur, Alen Alexanderian, Ashwanth Srirdaa,Mohamed Iskandarani (1), William C.
Thacker, and Omar M. Knio

(2) University of Miami — USA

We introduce a three-parameter characterizationtloé wind-speed dependence of the drag
coefficient and infer values for these parameteosnf AXBT temperature data obtained during
typhoon Fanapi. Our approach relies on Bayesiaren@fice to sharpen initial estimates of the
uncertain drag parameters. The efficiency of oyprapch stems from using polynomial expansions
to build an inexpensive surrogate for the high-fegon forward model. The surrogate is built
through an adaptive ensemble strategy that contislyoprobes the sensitivity of the model to the
uncertain parameters while providing an estimat¢hef approximation error incurred. Our results
indicate that in the presence of hurricane winds wind drag coefficient saturates at about 2.3e-3
at the corresponding wind speed of 34 m/s.

15 - Methods of optimal planning for remote sensingexperiment in problems of satellite
meteorology.

Nikola Uvarov: G.V. Kurdiumov Institute for Metahysics NASU — Ukraine.
uvarovn@gmail.com

Sokolov A.A. Laboratoire de Physico-Chimie de I'AtmosphéreGRRPULCO), France.
anton.sokolov@free.fr

Chavro ALl

The number of used narrow-band spectral channeieased in satellites instruments to hundreds
and even thousands, due to recent developmenésimidlogies. They are measuring radiation in
wide area of ranges: from ultra-violet to distanfra-red. The comparison of various approaches
for a selection of the most "informative" channedpresents a certain scientific and practical
interest. In our work the techniques of an optimehmice are considered for spectral channels
with the fixed and variable widths.

Practically all known methods of the solution of@mse problems of satellite meteorology use
certain a-priori information on required parameterBor the variety of methods the statistical
information is available for vectors of restoredrameters, such as noise characteristics of the
satellite radiometer.

The following methods of the optimal planning weraployed for a remote sensing satellites
experiments: DRM(analysis of Data Resolution MatribRM(SVD), Jacobians, Iterations
(selection of the satellite channels is definedBmyropy Reduction), pseudo channel technique
(spectral channel with variable width - based onximazing determinant of Fisher’s information
matrix). For the inverse problem the method of llest linear estimate and variational technique
were used. The proposed technique was employedefoote sensing of the atmospheric and
surface parameters.

16 - Assessment of add-value of multi-model ensersldynamical downscaling in Japan
Koji Dairaku : National Research Institute for Earth Science Riséster Prevention — Japan.
dairaku@bosai.go.jp

Satoshi lizuka, Wataru Sasaki, Roger A. Pielketsisashi Doi

Climate change caused by human activities will ionret for centuries. It will need at least several
decades until mitigation will take effect. It iscessary to put adaptation together immediately. The
impacts and potential applications of interest he stakeholders are mostly at regional and local
scales. Users of climate scenarios produced byaylcbmate models with coarse grid-spacing
have been dissatisfied with the inadequate mismatcépatial scale. Downscaling technique is
used to obtain the regional climate scenarios, ety in regions of complex topography,



coastlines, and in regions with highly heterogersetand surface covers where those results are
highly sensitive to fine spatial scale climate msses. Dynamical and statistical downscaling
techniques available for generating regional climatformation have the respective strengths and
weaknesses.

We quantified the confidence and uncertainties okirmodel ensemble dynamical downscaling
where the lateral and bottom boundary conditionsren@btained from Japanese 25-year
ReAnalysis (JRA-25) and CGCM (CMIP run). We asskesise several aspects of value (skill)
added by the multi-model ensemble downscaling itbaté simulations in Japan. Based on the
lessons learned from the multi-downscaling projaclapan (S5-3) and the Research Program on
Climate Change Adaptation (RECCA), “added valuetidpredictability” of multi-model ensemble
downscaling to provide scientific knowledge fortaumble development by adapting to climate
change is discussed.

17 - Assimilation of Aerosol Observations in GEOS-5
Virginie Buchard-Marchant : NASA/USRA — USA virginie.j.buchard-marchant@nasa.gov
A. da Silva, P. Colarco, A. Darmenov, R. Govindaraj

GEOS-5 is the latest version of the NASA Global@iomd) and Assimilation Office (GMAO) earth
system model. GEOS-5 contains components for abtraosp circulation and composition
(including data assimilation), ocean circulationdabiogeochemistry, and land surface processes.
In addition to traditional meteorological parameserGEOS-5 includes modules representing the
atmospheric composition, most notably aerosols anobospheric/stratospheric chemical
constituents, taking explicit account of the impaifcthese constituents on the radiative procesges o
the atmosphere.

The assimilation of Aerosol Optical Depth (AOD)3EOS-5 involves very careful cloud screening
and homogenization of the observing system by mehmasNeural Net scheme that translates
MODIS radiances into AERONET calibrated AOD. Theseasurements are further quality
controlled using an adaptive buddy check scheme,amsimilated using the Local Displacement
Ensemble (LDE) methodology. For this analysis, GEOSIns at a nominal 50km horizontal
resolution with 72 vertical layers (top at ~85kn§EOS-5 is driven by daily biomass burning
emissions derived from MODIS fire radiative powetrievals.

We present a summary of our efforts to validate @0OS-5 assimilated aerosol fields by
comparing to independent in-situ measurements (AROand PM2.5 surface concentrations).
By simulating aerosol attenuated backscatter atnd32we use CALIPSO Level 1.5 data for the
year 2011 to evaluate the vertical structure of aarosol estimates.

Finally, as part of the ongoing effort towards #Esimilation of CALIPSO data in GEOS-5 we will
describe an optimal estimation algorithm to deraerosol extinction profiles based on CALIPSO
attenuated backscatter data with GEOS-5 extingpimfiles used as prior. This algorithm uses the
same Local Displacement Ensemble (LDE) methodosmippted for the GEOS-5 aerosol data
assimilation. These GEOS-5 based extinction peofildl be closely compared to the extinction
profiles available in the CALIPSO Level 1.5 files.

18 - Ensemble downscaling prediction experiment ofsummertime cool weather in
northeastern Japan caused by local wind, "Yamase”

Shin Fukui: Tohoku University — Japafukui@wind.gp.tohoku.ac.jp

Sha Weiming, Toshiki Iwasaki

Yamase, a north easterly from the Okhotsk higmgsranomalously cool and&#12288;cloudy days
in summer on the Pacific coast of north easterrmarkJapan. Yamase&#12288;is heavily affected
by complex terrain because of its shallow structlineorder&#12288;to reproduce explicitly the
effects of the small scale phenomena, high resnl&t#12288;model is necessary. Here, we study
the performance of medium-range ensemble downgcatadiction of the Yamase event.

In dynamical downscaling, lateral boundary conditoare derived from the&#12288;forecasting
data calculated with low resolution global modeb Tmprove reliability&#12288;of forecasting



with dynamical downscaling, it seems suitable te gkbal ensemble forecasting data as lateral
boundary conditions. In this study, ensemble fosedata (horizontal resolution = 1.25&#9702;;
ensemble size = 9) were adopted as lateral boundamditions to investigate the effect of
ensemble downscaling. The horizontal resolutionsewset to 25km, 5km and 1km in both
downscaling experiments.

Preliminarily, in a perfect boundary experimentngithe reanalysis, JRA-25, we confirmed that
increasing resolution decreases the warm bias efstirface mean temperature. This is because the
downscaling reproduces local circulation and cloddtail properly. In ensemble downscaling
experiment, the ensemble mean forecast of downgcalia little worse than that of global model.
The spread is greater in downscaling forecast thanglobal model. This is because the
downscaling effects are different depending on neesablhe results indicate the possibility of
probabilistic prediction based on the spread of osesle phenomena.

Session 3Probabilistic Prediction

19 - Probabilistic Forecasts Using Analogs in thedealized Lorenz96 Setting
Jakob W. Messner Institute of Meteorology and Geophysics, Univirsif Innsbruck, Austria
Georg J. Mayr

Three methods to make probabilistic weather foreschg using analogs are presented and tested.
The basic idea of these methods is that findinglaifiWP model forecasts to the current one in
an archive of past forecasts and taking the coroesiing analyses as prediction should remove all
systematic errors of the model. Furthermore, thetistical post-processing can convert NWP
forecasts to forecasts for point locations and lgatsirn deterministic forecasts into probabilistic
ones. These methods are tested in the idealizeenk®86 system and compared to a benchmark
bracket formed by ensemble relative frequencies fdorect model output and logistic regression.
The analog methods excel at longer lead times.

20 - Optimization of the Analog Ensemble Method
Tony Eckel: US National Weather Service, United Statas/.eckel@noaa.gov
Luca Delle Monache, Daran Rife, Badrinath Nagarajan

An analog ensemble is constructed by matching egtinrent forecast from a numerical weather
prediction model with similar past forecasts, thesing the past verifying observation (or gridded
analysis) from each match as an ensemble membéial results indicate that when this approach

is fully localized, an analog ensemble may prouide best efficacy for production of skilled

probabilistic forecasts. The analog ensemble lea®al very attractive features including use of a
higher resolution model (since only 1 real-timeefast is needed), no struggling with initial

condition and model perturbation strategies, andhaural ability to produce reliable forecasts

(i.e., no post-processing required).

This follow-on study investigates various aspettnalog ensemble design optimization:

a) A longer training period increases skill adtbe analogs are found, but requires generation of
a reforecast dataset. So can we identify an optinaale-off? Additionally, fairly short training
periods can produce skilled predictions so caniwe & minimum training?

b) The optimal ensemble size appears to be higdriable so that the number of members to use
should be adaptable.

1. As training data is decreased and/or thenbhar of members is increased, the additional
weaker analogs tend to decrease overall skill (arilg resolution). But using too few members
reduces skill due to sampling errors, so an optibahnce is sought.

2. At early lead times, the skill of each menib highly dependent on the quality of its analog
which decreases steadily as more analogs are selethus suggesting use of fewer members. At
longer lead times, after the onset of error growttember skill is more dependent on random
forecast error rather than analog quality, suggegtmore members be used.

3. It is difficult to find a lot of good anae for an extreme forecast (based on model



climatology), suggesting that fewer members shbaldsed provided that reliability is maintained.
c) Accounting for the relative skill of the memsbé@and/or strength of the analogs) may improve
the skill of probabilistic predictions.
d) Careful selection of predictor variables amebit relative weights are important factors in the
analog search algorithm.
An additional question is whether the analog endernan capture flow-dependent uncertainty as
well as an NWP ensemble. Could the best approaca bgbrid ensemble where m analogs are
found for each member of a small n-member NWP dseto produce a total of m*n members?
Initial results indicate that the hybrid ensemdesuperior to the NWP ensemble, but that the pure
analog ensemble (using a higher resolution modél)movides the most skill at the lowest cost.
The power of analog ensemble may be derived frombility to resolve smaller scale phenomena
and accurately depict those phenomena’s uncertainty

21 - A Probabilistic Forecast for Rainfall based onBayesian estimation methond and Its
Preliminary Experiments over china

Jing Chen The Center of Numerical weather prediction, Chiheteorological Administration —
China.chenj@cma.gov.cn

HAN Yanhong, JIAO Meiyan, CHEN Fajing

The paper applies BPO(Bayesian Processor of outméthod based on Bayesian theory to the
probabilistic method of rainfall ensemble produdising ensemble prediction data and historic
observational data, we develop a rainfall probaiilforecast model, and then revise a set of
precipitation predicted value into a set of Bayespecipitation probability forecast in the form of
continuous probability distribution or continuousopability density. Besides, we obtain a group
value of IS (Informativeness Score), which can esgrthe prediction ability of each ensemble
member. Furthermore, we fuse the probability fosteasults of each member into an integration
Bayesian precipitation probability forecast on thasis of IS and test the results with CRPS.
Experiments results show that the reliability ofemgration Bayesian precipitation probability
forecast is higher than ensemble direct probabfiiyecast.

22 - How large should an ensemble be?
Reason Machete: University of Reading - United iioig.r.l.machete@Ise.ac.uk
Leonard A Smith, London School of Economics

Ensemble forecasting involves propagating forwardime an ensemble of points sampled from an
initial distribution. The ensemble forecasts caarttbe converted to probabilistic forecasts. It has
been suggested that only a few ensembles are isoffito obtain accurate estimates of the

underlying distribution. It is shown in this papdat this conclusion is questionable, both within a

pure density estimation context and forecastinghln context of forecasting, both the perfect and
imperfect model scenarios are considered. The teffeincreasing the ensemble size is highlighted
via the effective growth rate of the wealth of ssgith competing ensemble sizes.

23 - Statistical post-processing of ensemble foresta: nudging and re-weighting
Frank Kwasniok: University of Exeter - United Kingdom

A new method is proposed for statistical post-pssoey of ensemble forecasts. Small corrections
to the ensemble or a re-weighting of the ensemiglmbers are applied in order to improve the

internal statistical consistency of the ensembiedasts. For example, the spread-skill relationship
of an ensemble can be rectified in this way, legdim better calibration of the forecasts. The

method is explored in the Lorenz '96 system; sabiastamprovements over the raw ensemble are
achieved both in deterministic and probabilistiegiction skill.

24 - Calibration of probabilistic 100 m wind speedorecasts using reforecasts



Constantin Junk: Forwind - Center for Wind Energy Research, Ursitgrof Oldenburg,
Ammerlaender Heerstr. 136, D-26129 Oldenburg, Geyn@nstantin.junk@forwind.de
Lueder von Bremen

The expansion of wind energy requires the safgiat®n of wind power into the European power
supply system. Accurate forecasts of wind speedoaner production up to 72 h ahead are thus
necessary to ensure the reliability of the poweapdy system. Unlike deterministic wind forecasts,
probabilistic wind forecasts obtained from ensemfediction systems (EPS) provide end-users
with the forecast uncertainty of the expected vpoder production.

However, probabilistic wind speed and power forégasbtained from raw wind ensembles are
subject to forecast-bias and dispersion errors. dddlg, calibration techniques were developed
using 'reforecasts’ and model analyses as forecaservation training dataset to correct the
deficiencies of the ensemble forecasts. The adganté using reforecasts for the calibration of
ensemble forecasts is not only the long data reobttie training dataset but also the production of
the training data with the same and latest modelecy

In this study, an improved reforecast-calibratioethod is presented which is based on mapping
the wind speed quantiles of historic cumulativetriigtions to the observed cumulative
distribution. The mapping of the quantiles allowe talculation of the calibration parameters that
are used for correcting the ensemble wind forecaBte advantage of this reforecast-calibration
method is that the calibration uses measuremerits la¢al wind characteristics instead of model
analyses. Furthermore, the trajectories of the emtsle are conserved during the calibration.

Here, the calibration method is evaluated for thegltion of the offshore measurement mast FINO1
in the German Bight. The reforecast dataset of &D®ind speed is provided by the European
Center for Medium Range Weather Forecasts (ECMWig) @nsists of five ensemble members.
The reforecasts are operationally produced onceeakywith start dates within the past 18 years.
The 102 m wind speed observations at the platfoidOR are available for the years 2004-2011
with a time resolution of 10 min. The ECMWEF refasts and observations for the FINO1 location
are used as the training dataset to calibrate ECWVEEPS which has 51 ensemble members and
forecast steps of 3 h. To evaluate and calibrateghsemble forecasts, skill scores like the Brier
Skill Score, CRPSS and reliability diagrams areduskhe probabilistic skill scores show that the
reforecast-calibration method leads to a clear imy@ment over the raw ensemble wind forecast.

Session 4Kalman and Hybrid Filters. Theoretical Aspects.

25 - Ensemble Kalman filtering with residual nudgirg
Xiaodong Luo: International Research Institute of Stavanget§)R- Norway.
Ibrahim Hoteit at KAUST, Saudi Arabia

Covariance inflation and localization are two impamt techniques that are used to improve the
performance of the ensemble Kalman filter (EnKF)ihyeffect) adjusting the sample covariances
of the estimates in the state space. In this couation an additional auxiliary technique, called
residual nudging, is proposed to monitor and, itessary, adjust the residual norms of state
estimates in the observation space. In an EnKF vatiidual nudging, if the residual norm of an
analysis is larger than a pre-specified value, thiba analysis is replaced by a new one whose
residual norm is no larger than the pre-specifiedue. Otherwise the analysis is considered as a
reasonable estimate and no change is made. Rulehfwrsing the pre-specified value is suggested.
Based on this rule, the corresponding new statenaseés are explicitly derived in case of linear
observations. Numerical experiments in the 40-dsimgral Lorenz 96 model show that introducing
residual nudging to an EnKF may improve its accyraad/or enhance its stability against filter
divergence, especially in the small ensemble seenar

26 - Ensemble-Based Ocean Data Assimilation: Blemdj Dynamic and Static Estimates of



Error Covariance
Balu Nadiga Los Alamos National Lab. - USAalu@Ianl.gov
William Casper

We are interested in global ocean data assimilafmmthe purpose of initializing climate models.
We consider ensemble-based data assimilation iedh&ext of the POP (Parallel Ocean Program)
OGCM and ask the specific question of whether tieeestate of the modelled ocean circulation
that is compatible with observations of the oceanrgpresented in the World Ocean Database
when the OGCM is forced by CORE v2 (Coordinateda@cdeeference Experiment version 2)
estimate of the atmosphere.

A frequent problem that plagues ensemble-basednodeda assimilation is filter divergence
wherein poor or collapsed ensemble spread is imetgal by the filter as high certainty in the
model forecast forcing it to neglect observations-turn leading to increased RMS error---and an
eventual failure of the assimilation. A blendingloé dynamically estimated, ensemble-based error
covariance with a static background estimate oféher covariance allows us to circumvent such
a problem and enables successful data assimilat®esults from a successful assimilation
experiment will be discussed.

27 - On Improvement of Ensemble Transform Kalman Hter with Nonlinear Observational
Operator

Guocan Wu: Beijing Normal University — Chinggcwu@bnu.edu.cn

Xiaogu Zheng, Liqgun Wang

For non-linear observational operators in data assation, a new methodology of estimating
inflation factor is proposed in the framework ofsemble transform Kalman filter (ETKF). The
methodology is still based on observation-minugdast residuals, but inflation factor is estimated
using the second-order least squares estimatiore attvantage of this approach is that the
observational operator is no longer restricted ®tangent-linear. Moreover, we proposed two fast
calculation algorithms for special cases of obséorsal operator.

Through imperfect model assimilation experimentstwo well-known chaotic and non-linear
observational operator systems, Lorenz-40 model Bwd-dimensional Shallow Water Equation
model, It is demonstrated that our proposed appheacre more effective and accuracy.

28 - Ensemble-smoothing under the influence of nankearity

Lars Nerger: Alfred Wegener Institute for Polar and Marine Bash — Germany.
Svenja Schulte, University of Bremen, Germany

Angelika Bunse-Gerstner, University of Bremen, Gangmn

Ensemble-smoothing can be used as a cost-effagzhtion to ensemble square root Kalman filters
to improve a reanalysis in data assimilation. Toreot a past state estimate, the smoothing method
utilizes the cross-covariances between the prd#tared state ensemble and a past ensemble at the
time instance where the smoothing should be peddrm

Using the cross-covariances relies on the assumptimt the dynamics of the system under
consideration are linear. Thus, for non-linear misjat can be expected that the smoothing is
suboptimal. We discuss the influence of non-lingash the performance of ensemble-smoothing
based on numerical experiments with small moddie @xperiments show that there exists an
optimal smoothing time interval, which depends loa $trength of the nonlinearity. Under some
circumstances, the smoothing can also deteriorae quality of state estimates compared to
assimilating only current observation by filtering.

29 - Preservation of physical properties with ensehte-based Kalman filter algorithms



Tijana Janjic: Hans-Ertel-Centre for Weather Research, Data mdikgion Branch, German
Weather Service, Germanyanjic@jacobs-university.de

Dennis B. McLaughlin, Massachussetts Institute @ffinology, Cambridge, USA

Stephen E. Cohn, NASA GSFC, Greenbelt,USA

One of the principles used often in developing rdiszation schemes for geophysical fluid
dynamics is to maintain conservation propertied tttearacterize the flow. The most basic of these
integral constraints is the conservation of totahgs. In this work we focus on ensemble-based
sequential data assimilation algorithms and showat teven for linear dynamics it is typical in
practice that the state estimates lose total ma3atal mass is sometimes lost by producing
analyses that have negative values. Two approaafemvestigated to ensure both positivity and
conservation of total mass, without resorting tgasteriori adjustments. One is to impose a
constraint on the error covariances and the otlgeto impose a constraint in the cost function. We
examine the extent to which imposing mass consemnvatquirements in data assimilation
algorithms changes the assimilation results and alestrate the impact of imposing mass
conservation on prediction in simple experiments.

30 - Dissipation in Ensemble behaviour

Richard Ménard: Air Quality Research Division, Blaviment Canada, Dorval — CANADA.

Steve Cohn, Global modeling and assimilation offilASA Goddard Space Flight Center,
Maryland, USA

Sergey SkachkoBelgian Institute for Space Aeronomy, BIRA-IASBussels, BELGIUM

Numerical models almost always exhibit spuriousigdegion. Although dissipation can be mild in

deterministic prediction of the state, it can paseserious problem in the context of filtering,

creating large, state-dependent loss of error vac& In EnKF the ensemble mean is spatially
more smooth than each ensemble members, and #us te a spurious loss of total energy in

ensemble perturbations. Spurious loss of variamag be eliminated by undoing the spurious
dissipation that acts on the perturbations. Usingne-dimensional transport on a periodic domain
and two-dimensional transport problem on a sphé#re,issue of loss of variance is examined from
an analytical, KF, EnsKF point of views. To restathe variance we examine the effect of
covariance inflation, anti-dissipation, and usingnadel solution and not the ensemble mean to
compute the perturbations.

31 - Spectral consistency for ensemble square roiters

Tijana Janjic: Hans-Ertel-Centre for Weather Research, Data mdikgion Branch, German
Weather Service, Germanyanjic@jacobs-university.de

S. Loza, Alfred Wegener Institute for Polar and MarResearch, Bremerhaven, Germany

M. Verlaan, Deltares, Delft, Netherlands

Spectral properties of the assimilated data and ewwal model usually differ. In addition,
ensemble Kalman filter algorithm depending on thee sof the ensemble and choice of the
localization matrix will modify spectral propertied the analysis. In this work we investigate the
relation between the spectral properties of theeobstions, localization matrix used for ensemble
Kalman filter, as well as the numerical model. ther, in the context of reduced order analysis
there is a error contribution which is linked toethraction of the background error that is not
included in the analysis reduced space. Having indnthe spectrally consistent approach, the
proper way of including this error in reduced raakjorithms and ways of modeling its covariance
are discussed.

Session 5Kalman and Hybrid Filters. Continuation and Applications



32 - Towards Data-Driven Simulations of Wildfire Spead using Ensemble-based Data
Assimilation

Mélanie Rochoux CERFACS - Ecole Centrale Paris -Franoelanie.rochoux@cerfacs.fr
Jean-Michel Bart, Bénédicte Cuenot, Sophie Riconadd Trouvé

Real-time predictions of a propagating wildfire raims a challenging task because the problem
involves both multi-physics and multi-scales. Theppagation speed of wildfires, also called the
rate of spread (ROS), is indeed determined by cexnipkeractions between pyrolysis, combustion
and flow dynamics, atmospheric dynamics occurring \egetation, topographical and
meteorological scales. As a wildfire generally teat a front-like geometry at regional scales,
current operational models simulate it as a prop@agafront at a ROS based on a semi-empirical
model due to Rothermel. In these models, the R@&aied as a simplified function of vegetation,
topographical and meteorological properties. Foetfire spread simulation to be predictive and
compatible with operational applications, the urtegnty on the ROS model should be reduced. As
recent progress made in remote sensing technologyides new ways to monitor the fire front
position, a promising approach to overcome thedliffies found in wildfire spread simulations is
to integrate fire modelling and fire sensing teclogees using data assimilation (DA).

For this purpose we have recently developed a pypeodata-driven wildfire spread simulator in
order to provide optimal estimates of poorly knowrdel parameters. The wildfire spread
simulation capability considers a regional-scalee fspread model that is informed by an assumed
set of real-time observations of the fire frontdbon. Our previous work led to the evaluation of
the DA algorithmic methodology for improving fir@read simulation performance [*]. The
capability was based on the best linear unbiaséithesor (BLUE) algorithm to correct vegetation
parameters of the ROS model. It was able to acelydtack a small-scale controlled grassland
fire experiment. However, the model correction wiasited to the estimation of a pair of
parameters and the BLUE algorithm assumed a quesie linear relation between a
perturbation in the model parameters and the résglthange in the fire front positions.

In this perspective, this study addresses the ehgéls specific to the development of a robust DA
methodology adapted for more realistic wildfire epd. The capability has been extended to an
Ensemble Kalman Filter (EnKF) algorithm based omarallel computing platform. This study
compares the performance of the BLUE and EnKF dlgois in a series of tests taking into
account topographical and wind conditions. The Erddgorithm shows its good ability to track the
fire spread and ensures a good accounting for #esisivity of the simulation outcomes to the
control parameters.

[*] Rochoux, M.C., Delmotte, B., Cuenot, B., Ri&i, and Trouve, A. (2012) “Regional-scale simolasi of
wild-land fire spread informed by real-time flanverft observations”, Proc. Combust. Inst., 34, suledi
for publication.

33 - Development of a 4D-REKF ensemble data assiatilon and forecasting system and a
comparison with Ensemble Kalman Filter and WRF3/4D\AR

Yubao Liu: Research Applications Laboratory, National CefaeAtmospheric research - USA .
Yubao Liu, Yonghui Wu, Linlin Pan, Al Bourgeois,sém Knievel, Scott Swerdlin, Xin Zhang and
Xiang-Yu Huang, John Pace, Frank Gallagher andt $taivorson

A Four-Dimensional Relaxation Ensemble Kalman Fil{dD-REKF) modelling system for
mesoscale analysis and forecasting has been deactltiNCAR. 4D-REKF is built upon the multi-
model (MM5 and WRF), multi-approach (perturbatigres)d multi-scale (nested-grid) E-RTFDDA
(Ensemble Real-Time Four-Dimensional Data Assimitaiand forecasting system). E-RTFDDA
has been deployed for operational support at USyAtlest ranges since August 2007, and for wind
energy prediction for Xcel Energy since May 201D-REKF is implemented by replacing the
empirical spatial weight functions in the traditeinNewtonian-relaxation station-nudging FDDA
formulations with the Kalman gains computed witHoaal ensemble Kalman Filter (LEKF)
scheme. 4D-REKF retains and leverages the advastafjboth traditional Newtonian-relaxation



and Ensemble Kalman Filter data assimilation schenie eliminates the ad-hoc nature of the
spatial weight functions in typical station-nudgiRBPDA formulation; and meanwhile, extends the
intermittent EnKF data assimilation method to a déntinuous data assimilation (FDDA) scheme
which is advantageous in terms of reducing the dyoashocks commonly caused by the
intermittent EnKF processes, alleviating the caticdependency on the background error
covariance inflation, and augmenting an abilitypiactically and thus can effectively assimilate all
observations that may be available at irregulardtions and times;. The theoretical aspects, the
key technical components, and the implementati@afiesiges of 4D-REKF will be described. The
test results with controlled experiments for a realather case will be presented to demonstrate the
strength of the 4D-REKF in comparison with the NOMRT-EnKF, WRF-3DVAR, WRF-4DVAR,
and the traditional nudging-based data assimilateystems.

34 - Inverse estimation of urban-scale CO emissionassimilating in-situ observation with
ensemble Kalman filter

Xiao Tang: Institute of Atmospheric Physics, Chinese Acadah$ciences - China .
tangxiao@mail.iap.ac.cn

Jiang Zhu, Zifa Wang, Ming Wang, Jie Li, Min Shao

A sequential emission inversion scheme (SEIS)tableshed based on ensemble Kalman filter to
identify possible biases in emission inventoryupdates a priori emission inventory through
assimilating high-temporal resolution observatiorms)d takes into account model errors with
perturbing key uncertainties sources. Furthermangtjal conditions of pollutants are optimized
along with emission inversion for the purposes ofstraining the error growth of simulated
pollutant concentrations and reducing the influerafe other uncertainty sources on emission
inversion. The SEIS has been employed to identfgiple deficiencies in the CO emissions
inventory over Beijing and its surrounding areasrf&ce CO observations over these areas during
the summer season in 2010 are hourly assimilatedNiested Air Quality Prediction Model System
(NAQPMS) and the Regional Emission inventory imARBEAS) as the priori emission inventory is
updated. The results show that the CO emissions these areas are underestimated by REAS
especially at the cities of Tangshan and Baodingodr inverse estimation, the CO emission rates
in the summer of 2010 is 4105 (1.5*REAS), 3753'REAS), 3170 (2.2*REAS), 4078 (2.5*REAS)
Gglyear for Beijing, Tianjin, Tangshan and Baodmgpectively. The inverted emission inventory
is evaluated by independent observations and inu#g@ forecast experiment. The distribution of
inverse CO emission rates is quite similar to tbhsatellite observed CO column. On the other
hand, the RMSE of CO simulation with inverse emssis reduced by 51% at assimilated sites
and 30% at validated sites in comparison with theseulated through using REAS. The biases
decrease from -0.53ppm to -0.19ppm at assimilasibes and from -0.48ppm to -0.25ppm at
validation sites. Overall, findings from the curtestudy show that the SEIS can be powerful tool
for identifying possible deficiencies of the enwissinventory. It also validates the speculations
raised by previous studies that CO emission rates 8eijing and its surrounding areas in REAS
and other inventories with similar CO emission leue underestimated.

KeywordsCO emission, inverse estimation, ensemble Kalnften. fi

35 - Assimilation of Screen-Level Observations inhe Canadian Land Data Assimilation
System

Bernard Bilodeau: Meteorological Research Division, Environment &@a— Canada.

Marco L. Carrera, Sarah Dyck, Nathalie GauthierridMAbrahamowicz, Stéphane Bélair

In an effort to improve the initial conditions difet land surface in its suite of operational models,
Environment Canada is developing the Canadian Laath Assimilation System (CaLDAS). While
CaLDAS can ingest space-based observations, thes foicthis talk will be on the assimilation of
screen-level observations of near surface air taaipee and humidity for the production of soill
moisture and surface temperature analyses. CaLBABuilt upon the Ensemble Kalman Filter
technique and perturbations of precipitation, ratha and temperature forcings are used to



generate spread within the ensemble. The objeofitlee project is the operational implementation
of CaLDAS within the framework of the Canadian @lobeterministic Prediction System. Pre-
implementation tests have been conducted for the 3@08-2009 on a 33-km latitude-longitude
grid and, more recently, for the year 2011 on akb®-Yin-Yang grid. Surface analyses have been
generated for series of fifty summer and winteresaand their impact on numerical weather
prediction will be shown using objective evaluatimsed on upper air and surface observations.

36 - Optimization of boundary conditions of a North Western Mediterranean coastal zone
using HF radar measurements

Julien Marmain: Mediterranean Institute of Oceanography (MIO) UMR94 / CNRS-USTV-
AMU-IRD - France marmain@univ-tin.fr

Anne MOLCARD, Philippe FORGET, Alexander BARTH

Correction of open boundary conditions (OBC) aremipted to improve surface velocity fields by
assimilating HF radar velocities in a North Westéviediterranean (NWM) sea model nested in a
large scale model providing East and South OBC.

A method based on HF radar velocities assimilatising an Ensemble Kalman Filter (EnKF) to
derive the optimal wind forcing had already beeridated. The objective of this work is to
implement this method to the OBC correction. Aresride simulation of the NWM sea model is
carried out under different OBC to estimate moeebr covariance and covariance between
surface currents and OBC. We evaluate the abititgdrrect the oceanic forcings and to improve
the surface current using a distant HF radar system

The method is assessed using twin experiments &M sea model based on a Regional Ocean
Model System (ROMS) configuration at 1/12°. Weeamrthe eastern lateral boundary conditions
given by the Mercator Ocean operational system @SWhich provides OBC and initial
conditions. Simulated surface currents measurenmaetprovided by an HF radar system close to
Toulon. Final goal will be to apply the method &al HF radar measurements and high resolution
(1/64°) NEMO-based model to study surface phygicatesses.

37 - Constraint of the recharge-discharge procesd an intermediate ENSO model by sea level
data assimilation

Sulian Thual: LEGOS/OMP, Toulouse — Franailian.thual@gmail.com

Nadia AYOUB, Boris DEWITTE

The El Nifio Southern Oscillation (ENSO) is a highigdictive phenomenon because it is partially
driven by deterministic and low-order dynamics. Tienefits of data assimilation on model
simulations and forecasts may be envisaged witlpe@sto this low-order dynamics. An
intermediate ENSO model is forced by winds and tcained by sea level data from the SODA
reanalysis, in order to initialize retrospectiverdéoasts over the period 1958-2007. We use an
Ensemble Kalman Filter assimilation method, wher@eh errors arise from the uncertainty in
atmospheric variability. Focus is given to the a@mtion of the so-called Tilt and WWV spatial
modes, which are associated to the low-order reglalischarge process of the equatorial
thermocline. Both modes are accounted for by cev&e of model errors, and the assimilation
permits to correct the WWV mode which variabiligytoo weak in the model. An additional
experiment is considered where observations areentadrser and model constraint is therefore
minimised to the Tilt and WWV modes. This leadsative similar results in terms of ENSO
simulation and forecast, highlighting the essentidé¢ of low-order dynamics.

38 - Application of EnKF for the mesoscale forecasif a severe weather event in the western



Victor Homar Santaner: Universitat de les llles Balears — Spaiittor.nomar@uib.cat
D. J Stensrud, L. Wicker

The western Mediterranean is a region climatolotfljcarone for the development of high impact
weather events. The prediction of such eventsgeeat challenge for current operational offices
due to the fundamental imbalance between degreésedom in the forecasting system (i.e. high
spatial resolution) and the operationally availaldémospheric information in the area (i.e. very
low density of in-situ observations over the s¥#. assess the value of an Ensemble Kalman Filter
for the initialization of a mesoscale ensemble mtamh system by comparing different
configurations, including the basic downscalingnfrahe operational ECMWF EPS predictions.
The results from these experiments are expectdx twansferred to the field within the HyMeX
program context.

Results suggest that the use of EnKF is signifigamnefiting the accuracy of the probabilistic
predictions as the filter transfers information mmoover land towards maritime areas. The
particular effects of this process are discussed

39 -A Dual Ensemble Kalman Filter Strategy for Data Assimilation into a Coupled
Subsurface Contaminant Transport Model

Mohamad EI-Gharamti: King Abdullah University of Sciences and Techmpylo(KAUST) —
KSA. mohamad.elgharamti@kaust.edu.sa

Ibrahim Hoteit (KAUST, KSA), Johan Valstar (DeltaréNetherlands)

Predicting contaminant evolution in geologic aqtsfeequires coupling a subsurface flow model
with a contaminant transport model. Assuming pérfemv model, one can directly apply an
ensemble Kalman

40 - Simultaneous assimilation of meteorology and @2 observations with EnKF in NCAR
carbonclimate model

Junjie liul

Inez Fung2, Eugenia Kalnay3, Ji-Sun Kang3

1 Jet Propulsion Laboratory, Caltech; 2. Universify California, Berkeley; 3. University of
Maryland, College Park

CO2 concentration has been increased from 280 ppnpreindustrial period to the current
~395ppm, which is the primary cause of current aterchange. The increase of CO2 observations
from satellites, such as AIRS, GOSAT, OCO-2 (ptalaunch 2014), provides an opportunity to
monitor the change of CO2 and improve our undeitam of the carbon cycle in a finer temporal
and spatial scale. In this study, we will present a@pplication of Ensemble Kalman filter in
generating 6-hourly CO2 reanalysis by assimilati@©O2 and meteorology observations
simultaneously in NCAR carbon-climate model. Thgepble CO2 reanalysis could be used in
evaluating transport model and CO2 retrieval. Bysiaslating meteorology observations along
with CO2 with EnKF, the estimated CO2 uncertaimgludes the impact of uncertainty in
meteorology on CO2 fields. Liu et al. (2012) shahat assimilating AIRS CO2 observations
improve the quality of CO2 concentrations when fiedtiagainst aircraft observations. Based on
Liu et al. (2012), we will further assimilate sucta flask observations and GOSAT CO2
observations. We will show the quality of CO2 rdgsia when validated against independent CO2
observations, and analyze the relationship betw2®2 analysis fields and major circulation, such
as Madden Julian Oscillation. At last, we will Htediscuss the application of EnKF on surface
CO2 flux forcing estimation using OSSE.



41 - Applying the Local Ensemble Transform Kalman Hter to the Nonhydrostatic
Icosahedral Atmospheric Model (NICAM)

Keiichi Kondo: University of Tsukuba — Japakkondo@ccs.tsukuba.ac.jp

Hiroshi L. Tanaka

In this study, we apply the local ensemble tramaf&alman filter (LETKF) to the Non-hydrostatic
Icosahedral Atmospheric Model (NICAM) to develop fMHCAM-LETKEF. In addition, an algorithm
to adaptively estimate the inflation parameter ahd observational errors is introduced to the
LETKF. The feasibility and stability of the NICANELKF are investigated under the perfect model
scenario.

According to the results, we confirm that the coged analysis errors of the NICAM-LETKF are
smaller than the observational errors, and the magle and distribution of the root mean square
errors (RMSESs) are comparable to those of the ehkespreads. In our experiments, we find that
the inflation parameter is optimally tuned and tieservational errors are close to the true value.

It is concluded that the NICAM-LETKF works apprapely and stably under the perfect model
scenario even if the inflation parameter and theseslkational errors are adaptively estimated
within the LETKF.

42 - Extracting maximum information from satellite observations using an ensemble-based
data assimilation method

Man Zhang: Cooperative Institute for Research in the Atm@sphColorado State University -
United Statesman.zhang@colostate.edu

Milija Zupanski, Min-Jeong Kim, John Knaff, Karigpodaca

Given the high degree of accuracy afforded by moderd future satellite instruments such as
MSG SEVIRI, GOES-R Advanced Baseline Imager (A®l)&obal Lightning Mapper (GLM), the
reliability of direct satellite radiance assimilath no longer depends on instrument calibration and
noise as much as on the choice of assimilation edetforward model and spectral bands. In this
study the Maximum Likelihood Ensemble Filter (MLEFpplied to NOAA operational Hurricane
WRF (HWRF) system to directly assimilate sateti#iance observations in TC inner core in an
effort to estimate information content of satelbiteservations and explore optimal combination of
satellite data. The system components also inchhéeforward components of the Gridpoint
Statistical Interpolation (GSI) and the Communigdiative Transfer Model (CRTM).

A priority in our presentation will be given to asdation of all-sky AMSU-A radiances, as well as
MSG SEVIRI channel 9 radiances, in HWRF inner domé/e will examine the performance of
MLEF-HWRF verified against observations, then weufo on quantifying an entropy-based
definition of information content with respect téferent combination of channels and instruments.
Using the channels on the AMSU-A as an example,rékalts show that over an oceanic
background and for non-scattering clouds, the comation of conservative “temperature
sounding” channels in concert with window channgtevides the optimal channel combination
within the scope of our study. With an eye towdedeloping a coherent representation, the
method may be developed into a suitable multi-cedmulti-instrument methodology to provide
the means of establishing a common framework ftallga observation assimilation in TC inner
core and other severe weather systems.

43 - Multi-variate assimilation of remote sensing ad in-situ data on a catchment scale.
Marc Ridler: DHI — Denmarkmer@dhigroup.com
Henrik Madsen

It remains a crucial challenge to adequately estenenvironmental conditions at the land surface
in terms of both energy fluxes and hydrological dibans. With this aim, a multi-variate

hydrological data assimilation system is developnterassimilate in-situ and remote sensed data
in the MIKE SHE modelling system - coupled to d-8egetation-Atmosphere Transfer (SVAT)
model. The system assimilates satellite estimatdsanod Surface Temperature (LST) from the



Meteosat Second Generation (MSG) satellite, SoflaBe Moisture (SSM) from MODIS AMSR-E
as well as in situ hydraulic head.

A deterministic ensemble based Kalman filter atan using covariance localization of the in situ
head observations is explored to minimize the nurebsembles needed and to avoid spurious
error correlations. Special emphasis is placed lie tlescription of uncertainty and bias in the
model and measurements, with focus in developlrigsaaware ensemble based Kalman Filter.

44 - Ensemble Kalman Filter data assimilation in gibbal MPAS/DART
So-Young Ha National Center for Atmospheric Research — USAa@ucar.edu
Chris Snyder

The Model for Prediction Across Scales (MPAS) ggadbal non-hydrostatic numerical atmospheric
model based on unstructured centroidal Voronoi resstihat allow both uniform and variable
resolutions. It has a great potential to producghiresolution forecasts over regionally-refined
areas since the centroidal Voronoi meshes featareosh transitions between regions of different
spatial resolutions which ameliorate many probleassociated with tradional grid nesting
methods.

Recently we established an interface between th&3MBnd the Data Assimilation Research
Testbed (DART) system, and successfully compldted Qbservation System Simulation
Experiments (OSSE) in the analysis/forecast cyainogle. Based on the simulation study, we will
discuss about the issues specific to the MPAS graghes such as smoothing effect in the
interpolation and the update of horizontal windd& and show their impact on the Enensemble
Kalman Filter (EnKF) analysis and the following sticange forecast.

In the real data application, we cycled one monthAoigust 2008 assimilating conventional
sounding, aircraft data as well as satellite wingisd GPS radio occultation refractivities, and
compared to the same ENnKF cycling experiment usingther global model - Community
Atmosphere Model (CAM) at NCAR.
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45 - Representing ensemble covariances with a difion operator
Anthony Weaver. CERFACS - Franceveaver@cerfacs.fr
Andrea Piacentini, CERFACS

This study describes how covariance informatiormfran ensemble can be combined with a
covariance model based on a diffusion operator. fidsulting covariances are localized and, in
general, inhomogeneous and anisotropic. The esmmagiroblem involves determining, for each
control variable, the local variance and local aspéensor of the covariance function. The cross-
covariances between control variables are assuroeuoetnegligible, which can be approximately
achieved through an appropriate variable transfotima. The aspect tensor determines the scale
response of the covariance function and is relatethe diffusion tensor. Under the assumption of
homogeneous correlations, the kernels of an intpléormulated diffusion operator belong to the
Matern family.

The diffusion operator can be employed with backgdserror covariance models in variational
assimilation. Application of the covariance modehn idealized framework and to a global ocean
variational assimilation system will be presented.
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A stochastic dynamics method for ensemble seasoriatecasts with the CNRM-CM5.1 GCM
Lauriane Batté: CNRM-GAME, Météo-France
Michel Déqué (CNRM-GAME, Météo-France)

Ensemble seasonal forecasts using coupled globalatd models (GCM) often suffer from
insufficient spread and systematic errors. A newclsistic method we call stochastic dynamics
(Batté and Deéqueé, 2012) addresses both issues @ime@, by including additive stochastic
perturbations in the atmospheric component ARPEG&E& of the CNRM-CM5.1 GCM, as
random corrections of initial tendency error estiem These estimates are first calculated
following Guldberg et al. 2005 by nudging the atpiwic model prognostic variables
temperature, specific humidity and stream-functiowards ERA-Interim over a 1979-2010 hind-
cast period for the November to February seasonJ/Dn a coupled run. In seasonal forecast
mode, each ensemble member is perturbed initi@dy during the run with error corrections from
an appropriate population derived from the nudged.r

The random method significantly improves deterrtimiscores for 500-hPa geopotential height
forecasts over the Northern Hemisphere extra-tropflH Z500) and increases the ensemble
spread with respect to a reference ensemble, wedhesamean bias is reduced. An optimal method
(drawing the error corrections within the currentonth of the hind-cast period) reaches
correlation scores of over 0.6 with respect to EIR#&+im for NH Z500 anomalies and the North
Atlantic Oscillation index. These promising scoaes seen as an upper limit to forecast skill using
the stochastic dynamics method, since the optiretthad cannot be implemented in forecast mode.
They lead us to investigate several possible dlaation criteria on the correction population in
order to further improve seasonal forecasts ovee ttegion by choosing state-dependent
corrections during the run.

47 - Study of the impact of combined TMI-PR retrieved rainy observations in regional
weather forecast models in an ensemble Bayesian fn@work.

Chandrasekar Radhakrishnan: Research Scholar - Indéhanspace2020@gmail.com

Deepak Subramani,K. Srinivasa Ramanujam,C. Balaji.

This study mainly focuses on the impact of thacagntain structure on regional weather forecast
models using ensemble based data assimilation igpobain a Bayesian framework. The study has
been conducted to improve the track predictionropital cyclones that originate in the north
Indian Ocean region. For this purpose, the tropicgclone Jal has been analysed by the
community mesoscale weather model, Weather Resaattirorecasting (WRF), which takes the
initial and boundary conditions from National Centd Environmental Prediction (NCEP) global
forecast system (GFS) data. The study consisiagiesdomain bounded between 76 E — 94 E and
6 N — 22 N, with a horizontal resolution of 6 kral Was a category 1 cyclone that originated in the
warm Bay of Bengal waters on 4th Nov 2010 and med&andfall after 4 days near Chennai.
Initial conditions corresponding to 00 UTC on 6tloWhave been considered, as the system
attained category 1. Based on this data, the enk=mif prognostic variables such as potential
temperature, perturbation geopotential, meridioaall zonal velocities and total water vapour are
generated by the Empirical Orthogonal function (BQ@&chnique. An over pass of the Tropical
Rainfall Measuring Mission (TRMM) satellite occudren 06th NOV 0730 UTC over the system
and the in-house combined TMI-PR retrieved vertieat structure namely the cloud water, cloud
ice, precipitation water and precipitation ice ansed as observation data. Each ensemble is input
as a possible initial condition to the WRF modeiocihwas marched in time till 06th NOV 0730
UTC. The above mentioned hydrometers from clou@maatid rain water mixing ratios are then
calculated for all the ensembles. The Bayesiaerfitamework technique is then used to determine
the probability between ensembles by comparing WRMM observations. Based on the posterior



probability density function, the initial conditian 06 00 UTC has been corrected using a linear
weighted average! of initial ensembles for thepatignostic variables. The model has been run up
to 08th Nov 06 UTC and the results are then congpavith observations. The model simulated
track and maximum sustainable wind speed are coegpaith the Joint Typhoon Warning Center

(JTWC) observations. Both the cyclone track aratasmable wind speed give better results than
control run up to first 24 hours forecast, afterialnit follows the same pattern of control run. It

may be concluded that the corrected initial comuiitihas more impact in the initial 24 hours

forecast after which the boundary conditions fréva GFS exert more influence on the simulations.
An ensemble independence study was also condunteédeobasis of which, an optimum of 25

ensembles is arrived at.

48 - The impact of initial condition perturbations in COSMO-DE-EPS under different
synoptic scale forcing

Christian Keil : Ludwig-Maximilians-Universitit MulInchen — Germany.

Christian KulJhnlein, Christoph Gebhardt, Martin Weissmann, Ge@gpig

The convection-permitting ensemble prediction syst€e@SMO-DE-EPS is operational at
Deutscher Wetterdienst since May 2012. The indalidensemble members are created by
perturbing the lateral boundary conditions of thmited-area model to account for synoptic-scale
uncertainty, and selected physics parameterisaddremes aiming at smaller-scale uncertainty. In
addition, initial condition perturbations have begmorporated recently in a pragmatic approach
consistent with the lateral boundary condition peations.

Here, we investigate the influence of the initiahdition perturbations on the EPS forecasts with

a focus on the predicted precipitation. For thigese, the pre-operational set-up of COSMO-DE-
EPS is compared to the similar EPS but withoutahitonditions perturbations, for a 3.5-month
period in spring/summer 2011.

The impact of the initial condition perturbatiorssstudied under consideration of the prevailing
regime of large-scale forcing using the concephefconvective adjustment time scale.

49 - Application of a developed hydrological ensend model based on single numerical
weather prediction in the Huaihe River.

Linna Zhao: Public Meteorological Service CenteCtiina Meteorological Administration, China.
zhaoln@cma.gov.cn;baohongjun@cma.gov.cn

Bao Hongjunl,2, Liu Ying3, Liang Li1,2

1 Public Meteorological Service Centre, China Metémgical Administration, Beijing100081,
China

2 National Meteorological Centre, China MeteorotagjiAdministration, Beijing 100081,China

3 Chengdu University of Information Science & Teclugy, Chengdu 610225, China

Hongjun Bao: Public Meteorological Service Center of China &teblogical Administration,
China.

A hydrological ensemble model, based on single nuoaleweather predictions (NWP), was
developed for hydrological forecast purpose of HeaRiver in China. The incorporation of
numerical weather predictions into hydrological doasting systems can increase forecast lead
times from a few hours to a few days. A single NMéeipitation, however, is insufficient as it
involves considerable non-predictable uncertaintiBgliable and skillful precipitation ensemble
forecasts are necessary for hydrological enseminechsting. A probability forecast model based
on conditional meta-Gaussian distribution is presento construct ensemble forecasts from single-
value forecasts of precipitation in the Huaihe Rieé China. The distribution is modelled as a
mixed-type in which the relationship between thsitp@ observed precipitation and positive
forecast precipitation is assumed to be bivariatetarGaussian. We also describe and
comparatively evaluate the producing ensemble &meprecipitation with the root mean square
error (RMSE) and Brier Skill Score. The Xinanjiamgdel was used for hydrological rainfall-run-
off modelling. The upper reaches of the Huaihe Rab®ve Wangjiaba station in China was taken



as the test catchment. The developed hydrologioaérable model was applied to forecast 12
representative hydrological events of the test ¢em® 1981 to 2003.The results show that, overall,
the developed hydrological ensemble model driveansgmble precipitation can capture observed
hydrological process better than that driven byggnnumerical weather predictions in the test
case.

Keywords: hydrological ensemble forecast, Ensenpoéipitation, probability QPF&#65292; Bivariate
meta-Gaussian distribution, the Xinanjiang modelathe River

* Supported by the Special Fund for Public Welfafeteorology) of China (Grant number:
GYHY201006037 and GYHY200906007) and the CMA Pubéteorological Service Center Special
Operational Service Research Fund “critical areamall threshold for torrential flood warning”

50 - Convective scale ensemble at the Met Officeaf® I. Probabilities, adaptive post-
processing and impact of ensemble size

Nigel Roberts Met Office - UK.nigel.roberts@metoffice.gov.uk

Giovanni Leoncini (Met Office)

The UK Met Office is now routinely running a 12-nbem kilometre-scale “storm-permitting”
NWP ensemble forecast system (MOGREPS-UK) witlsws fon the prediction of localised high-
impact weather such as severe convective stormod@f hours ahead. The model has a domain
covering the UK with a grid spacing of 2.2 km.

This presentation will firstly discuss the motieatibehind the set up of this ensemble and describe
some of its characteristics. The objective is tovite probabilistic forecasts of local weather at
scales that are inherently unpredictable with aedetinistic kilometre-scale model. However, a 12
member ensemble is not sufficiently large to adedya&over the uncertainty at those scales using
conventional tools. This means that the ensemblab®es need to be capable of representing the
larger-scale (mesoscale) uncertainty, and additlpnavel, spatial post processing is required for
the unpredictable small scales to account for tetively small ensemble size while yielding
physically meaningful probabilities.

The second part of the presentation will describmethod for computing the spatial differences
between ensemble members in order to adaptivedyrdate the scales over which the spatial post—
processing should be applied. The use of this aagra@an also provide insight into the impact of
changing the size or resolution of the ensemble.

51 - Extended logistic regression with interactionterms applied to COSMO-DE-EPS
precipitation forecasts

Zied Ben Bouallegue Deutscher Wetterdienst (DWD) — Germanigd.ben-

C. Gebhardt, S. Theis, A. Ropnack, N. Schuhen, ithBold

COSMO-DE-EPS is an ensemble prediction systemeatcomvective scale developed at DWD.
Based on the model COSMO-DE (2.8 km grid sizejn@@bers are generated including variations
in boundary conditions, physics parameterizatiord anitial conditions. The forecasts cover
Germany, have a lead time of 21 hours and followhr@e-hourly update cycle. Probabilistic
forecasts are derived from the ensemble using egeghting of ensemble members.

Logistic regression is a standard calibration methehich demonstrated to be well suited for post-
processing of precipitation forecasts. Extendedsliogregression allows to provide full probability
distribution forecasts and then yields mutually sistent probabilities independently of the
precipitation threshold. Interaction terms areroduced in the predictive equation to describe the
interdependency between predictors.

Extended logistic regression with interaction termsapplied to COSMO-DE-EPS precipitation
forecasts. Probabilistic forecasts assessmentiiopred for a summer period to show the benefit
of the ensemble calibration approach.



52 - A probabilistic ensemble based wind forecastin system for the international airport
Frankfurt/Main

Isabel Alberts: DWD , German Meterorological Service - Germasgbel.alberts@dwd.de
Nina Schuhen, Michael Buchhold

Wind conditions have significant impact on the taaffic system even non-hazardous ones. Within
the aviation research project iPort WiWi (innovaivairPort adverse wind conditions) a
probabilistic wind forecasting system for the imational Frankfurt Airport is developed. The
probabilistic forecasts are based on the COSMO-HSEthe convection-permitting ensemble
prediction system developed at DWD (German Metegichl Service). The COSMO-DE-EPS is
running in operational mode since May 2012.

Besides the generation of calibrated ensemble based forecast products (e.g. exceedance
probabilities or quantiles) a high priority is toedelop costumer-oriented forecasting products as
basis for proper decision making as the wind speadi direction is decisive for the runway in use.
Thus, after assembling the customer requirememsaind forecast products have been designed
and visualised accordingly. For this reason, thencaunication of the use of ensemble forecast
products is an important part within this proje@uring a three month testing phase in summer
2012 the end user may evaluate the customizedafstieg products for future operational use. The
findings presented include a description of theettgsment of the wind forecasting system as well
as results and experiences from a three montmgegihase.

53 - Towards the development of a convection-perntihg ensemble based on the COSMO
model over Italy

Chiara Marsigli : ARPA-SIMC — Italy.cmarsigli@arpa.emr.it

Andrea Montani, Tiziana Paccagnella

Aiming at the development of a convection-perngténsemble system based on the COSMO model
over Italy, some aspects of ensemble design aremily being studied.

First, it has been investigated the influence oflelgerturbations run at high resolution (2.8km)
on the probabilistic prediction of precipitation.n@ model is perturbed by applying random
perturbations to a pre-selected set of the phygaameters. The impact of this perturbations on
the forecasts has been studied by comparing theiptation distributions, as forecasted by the
model runs and as observed by both a gauge netavatloy radar.

Then, the impact of initial and boundary conditiperturbations have been studies. At this stage of
the work, initial condition perturbations are corgifirom the coarser resolution runs which drive
the 2.8km model. At a later stage, initial conditiperturbations obtained with a LETKF approach
currently under development in the COSMO Consortiilinbe considered.

As for initial and boundary condition perturbatigrisvo approaches were tested, nesting COSMO
at 2.8 km on two different mesoscale ensembleatrikm, which in turn receive boundaries from
two global ensembles. The 7km COSMO-LEPS ensembledownscaling of the ECMWF EPS,
where 16 EPS members are selected to drive 16 COSNK. The 7km COSMO-SREPS ensemble
receives initial and boundary conditions throughmaulti-model approach, being driven by the
operational runs of ECMWF, DWD and NCEP.

Results show the strong impact of initial and bamgdconditions perturbations on the 2.8 km
forecasts. In particular, analysing the precipitati distribution on different sub-domains, it is
evident that this is highly dependent on the glabatel which is providing initial and boundary
conditions to the 7-km run which in turns drive tW&km run. The relative impact of initial and
boundary condition perturbations and of model pdrations at the different scales is also
discussed.



54 - The US Navy’'s RELO Ensemble System and it's Agtication to Lagrangian Trajectory
Prediction in the Gulf of Mexico.

Mozheng Wei Naval Research Laboratory Stennis Space Center3®629, USA.

Clark Rowley, Charlie Barron, Gregg Jacobs and Reutin

The US Navy’'s RELO ensemble system with 32 merobesssts of an ocean model NCOM and
NCODA 3D-Var DA system. A version of RELO with 8&solution is run for the period of June -
July 2012 for the Gulf of Mexico (GOM). It is shotkat the ensemble mean is much more superior
to the single deterministic forecast with the samsolution in terms of accuracy and skill. The
extended forecast time (EFT) is introduced and adsetp to quantify the advantages of the
ensemble mean forecasts over a single determirf@&cast. The ensemble spread is improved by
perturbing the vertical and horizontal mixing paraters with various statistics in the NCOM.

The advantages of using RELO ensemble over théesiogecast in predicting the Lagrangian
trajectories in GOM are demonstrated. The impacttlod ensemble spread on Lagrangian
prediction is studied. In order to further improRELO’s reliability and forecasting skill, we plan
to develop more comprehensive physical parameteizachemes to account for more model
related uncertainties in NCOM.

55 - Early-warning products for extreme weather evets using operational medium-range
ensemble forecasts

Mio Matsueda: University of Oxford and MRI - UK and Japanatsueda@atm.ox.ac.uk

Tetsuo NAKAZAWA (WMO)

Extreme weather events, heat wave, flood, heawalgicyclone, MJO, atmospheric blocking, etc,
have socio-economic impacts on humanity. An aceupa¢diction of extreme weather events is
important for the benefit of society, the economg the environment. In this talk, a prototype of
ensemble-based early-warning products for extrensather events, available aitp:/tparc.mri-
jma.go.jp/TIGGE/index.html are introduced. The early-warning products aresé@d on operational
medium-range ensemble forecasts from four of tading global NWP centres: ECMWF, JMA,
UK Met Office and NCEP. The forecast data have edracted from the TIGGE database (see
http://tigge.ecmwf.int, these TIGGE data are available with a 2-day ¢etes part of the THORPEX
research programme. The forecast probability of usmnce of extreme weather event, heavy
rainfall, strong wind, and high/low temperatures,measured by the fraction of ensemble members
that predict higher or lower values than each m&dailimatological percentile (e.g. 99th
percentile) to ensemble size. In this method, prtsdiy multi-centre grand ensemble consisting of
these centres also can be considered. This talkvslebme examples of products for extreme
weather events: the Pakistan floods in July 20ddpital cyclone Yasi in February 2011, and the
South Africa flash flood/snow in June 2011. Thdyeamnrning products based on a simple method
can highlight the risks of extreme weather evantivance.

56 - Current work on COSMO-DE-EPS

Andreas Roepnack Deutscher Wetterdienst (DWD), Offenbach, Germany.
andreas.roepnack@dwd.de

C. Gebhardt, S. E. Theis, Z. Ben Bouallegue, Nu8eh, M. Buchhold

A convection permitting ensemble prediction syqteRS) based on the deterministic COSMO-DE
is being developed by the Deutscher Wetterdiendf§lpto consider the forecast uncertainties on
the short-range scales. Since 22th May 2012, th&@0O-DE-EPS is operation at the DWD with
20 members. For the further development of thetslamge EPS in addition to the post-processing,
an increase of the ensemble size up to 40 membey additional initial and boundary conditions
from the COSMO-LEPS is under investigation.

Furthermore, additional variations of the physidlvee investigated and adopted into the ensemble
e.g. variations of the minimal diffusion coeffidior heat/momentum. First results of the 40
member EPS and of additional physics variation lvalshown.



57 - Improvement of the Initial Perturbation Method toward Pre-operation of the Mesoscale
Ensemble Prediction System at the JMA
Kosuke Ona Japan meteorological agency — Japan

The Japan Meteorological Agency (JMA) has a planpte-operate the Mesoscale Ensemble
Prediction System (MEPS) with a grid spacing of K@ in FY2013 for the provision of
probabilistic information and multi-scenarios toetltoperational mesoscale NWP. With the update
of the super computer system at the JMA in Jun@,20¢ started to develop the MEPS with a
configuration closer to its pre-operation.

In the MEPS, initial and lateral boundary perturbmais are generated by blended mesoscale and
global singular vectors (SVs) aiming to capture thecertainty of initial and lateral boundary
values caused by meteorological phenomena of sgnspale and mesoscale. These SVs are
calculated by the tangent linear and adjoint modmsed on the JMA global spectral model and
the JMA non-hydrostatic model. As characteristitshe SV method, each perturbation is locally
calculated near a meteorological disturbance, whichuses a large forecast error. These
characteristics are useful for studies on error Wtb and sensitivity of a specific meteorological
disturbance, and for ensemble forecasting targeti@da specific meteorological disturbance.
However, such localized perturbations cannot réfl@it types of uncertainty in the operational
forecast region. Thus, the use of only SVs-dempearturbations is not enough for the pre-operation
of the MEPS, which targets not only specific meatlgical disturbances but also various
uncertainty of the atmosphere.

In order to compensate for the localization of pesations derived from SVs, the perturbations
derived from a previous ensemble forecast (planingatval of initial time is 6 hours for the pre-
operation) are used. In our investigation, it wasirid that low frequency modes of perturbation
derived from the previous ensemble forecast groealily during the forecast period (36 hours),
indicating that low frequency mode perturbationg &xpected to still grow in the next forecast
period. Therefore, low frequency modes of pertudmatrom a previous ensemble forecast are
available for generating complementary perturbatioMoreover, for avoidance of overlapping
such perturbations with SVs, complementary pertioba are only used in an orthogonal
complement of the space spanned by SVs. At therenoé, we will show the details of the MEPS
and the effectiveness of this complementary peatiob method.

58 - Calibrating 2m Temperature Forecast for the Rgional Ensemble Prediction System at
NNPC

Xiaoli Li : National Numerical Predication Center, China Metéogical Administration — China.
Min Wang,Chengdu University of Information

The ensemble prediction systems (EPSs) generalganject to the systematic deficiencies, such
as the forecast biases and under-dispersion. Thehoonogeneous Gaussian regression (NGR)
method has been developed to improve the spreldedationship of the EPSs for the continuous
forecast variables. The NGR method is based onmnthkiple linear regression technique, and
provides a Gaussian predictive probability densityction (PDF) based on the ensemble mean and
ensemble spread from the EPSs. In this study, GR Bpproach is applied to calibrate the 2-m
temperature forecasts from the regional EPS atdweti Numerical Predication Center (NNPC) of
China Meteorological Administration, and the minimucontinuous ranked probability score
(CRPS) estimation is used to fit the regressiorfficdents of the calibrated PDF. The experiment
results are evaluated using Talagrand histograre, bher score, relative operating characteristic
(ROC) area, and the CRPS. It can be found that emegpwith the raw ensemble output the NGR
method can greatly improve the 2m temperature &sg@nd the improvement is as follows: 1) the
ensemble mean bias is reduced, and the ensemldadsi increased; 2) the L-shaped Talagrand
histogram of the direct ensemble output has beeattyrimproved; 3) the probabilistic scores (the
brier score, CRPS, area under ROC curves) all sbmvsignificant forecast skill improvement in
the calibrated 2m temperature forecasts. The erpants also are performed to investigate the
effect of the training length in the NGR methodd aasults show that calibrated results are



insensitive to the training length. Furthermoreg tpreliminary comparison between the time-
decaying average bias correction method and NGRBerformed, and the results show that the
NGR method not only seems to have advantages dacireg ensemble mean bias and increasing
ensemble spread, but also for improving the 2m ¢zatpre forecast skills in terms of probabilistic

scores.

59 - Validating an Ensemble based Forecasting Systeof the North and Baltic Seas
Svetlana Losa: Alfred Wegener Institute for Polad &arine Research — Germany.
Svetlana.Losa@awi.de

Sergey Danilovl.ars Nerger, Jens Schroeter, Frank Janssen

Quiality of the forecast provided by the German Meaxe and Hydrographyc Agency (BSH) for the
North and Baltic Seas had been previously improbgd assimilating satellite sea surface
temperature (SST). We investigate possible furthggrovements using in situ observational
temperature and salinity data: Marnet time-seriesl & TD measurements. To assimilate the data,
the SEIK filter is implemented. The maximum Entrapgroach is used as an additional criterion
of the system performance.
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60 - The Kalman Filter Technical for Adjusting Numerical Weather Prediction Model to
Improved Forecasting of Thai Meteorological Departnent
Kamol Promasakha na Sakolnakhon:Thai Meteorological Department (TMD), Thailand

The Kalman Filter (KF) technique has been used lyifter applications meteorological in many
organizes for adjusting ensemble forecast productscorrected forecast data output. The
Numerical Weather Prediction (NWP) of Thai Meteogital Department (TMD) used this
technical in a few years. The main objective of ewical weather prediction (NWP) give a precise
estimation of the weather in which used a set ilrconditions input the Weather Forecast and
Research analysis and forecast. The Kalman Fikehnical used adjust the numerical weather
prediction as the accumulate rainfall, the temparat and the relative humidity products to
approach correctly analysis and forecast. The éffeness of the Kalman Filter (KF) technical can
adjust the numerical weather prediction model prddwf TMD and the finally the meteorologist
used to guidance for forecasting in the regionakaar The results showed some encouraging
significant that KF may be used to improve the mtémhs of the accumulate rainfall, the
temperature and humidity. Therefore, the KalmarteFil(KF) is a Numerical Weather Model
implementation of prediction that is the classialman Filter in which applicable NWP. Future
more, the Kalman Filter will be applied improve éimexr parameters in NWP.

Key words: Kalman Filter, Numerical Weather Pretiot NWP Verification

61 - Pseudo-coupled data assimilation and ensemlgeneration for intraseasonal prediction:
impacts on forecast skill

Debra Hudson Centre for Australian Weather and Climate RedeaBureau of Meteorology —
Australia.D.Hudson@bom.gov.au

A.G. Marshall, Y. Yin, P. Okely, O. Alves, H. Hendo

The Bureau of Meteorology has recently developedc#pability to make dynamical intraseasonal
climate forecasts based on modifications to theptsmsmodel seasonal forecast system, POAMA
(Predictive Ocean Atmosphere Model for AustraliBhe seasonal prediction version of POAMA
was not designed for intra-seasonal forecasting has deficiencies in this regard. Most notably,
the growth of the ensemble spread in the first maft the forecasts in the seasonal system,
generated primarily from perturbed ocean initial netitions, is too slow to be useful on
intraseasonal time-scales. This deficiency hasnbaddressed through enhancements to the
ensemble generation and initialisation strategy. iAnovation of the new forecast system is a



coupled-model breeding method which produces aerebke of perturbed atmosphere and ocean
states that can be used to initialise the forecastsvill be shown that this new scheme impacts
favourably on the intraseasonal forecast skill, asll as the seasonal-scale skill. In this first
version of the initialisation strategy, the atmosph and ocean data assimilation was done
separately, with uncoupled models. A further emleament to the initialisation strategy is currently
being tested. This is a pseudo-coupled data as#ionl system such that the data assimilation step
is now performed with the coupled model. Assingilainto each component of the coupled model
occurs separately, but the background states aotved using the coupled model. This method is
closely aligned with the ultimate goal of fully péed assimilation. Initial results of the impact of
this new system on forecast skill will be shown.

62 - Impact of a Hybrid Variational-Ensemble Data Assimilation System on the Performance
of an ETKF-based EPS System

Ake Johansson:Swedish Meteorological and Hydrological Institat&weden.
Ake.Johansson@smbhi.se

Jelena Bojarova and Nils Gustafsson

One of the activities within the GLAMEPS [Grand lted Area Model Ensemble Prediction
System] project is to develop techniques for trezigipation of Initial Condition perturbations with
as good properties as possible. One such techniguke ETKF [Ensemble Transform Kalman
Filter] rescaling scheme, which has been developétin the HIRLAM project. In addition to
being based on a different methodology comparethé¢aechniques used for the first operational
version of GLAMEPS, the ETKF perturbations are gisaduced internally within the limited area
model. The theoretical foundation of the schem&edkas its practical implementation is presented
in Bojarova et al. (2011).

Furthermore, a hybrid Variational-ETKF Data Assiatibn (DA) scheme has been implemented
into the HIRLAM forecasting system. The structwéghe static forecast error covariance are
merged with the flow-dependent structures of thRUAM ETKF perturbations, by means of the
extended control variable method (Lorenc 2003). praduced analysis increments are weighted
averages of the full-rank variational incrementsdahe local in space linear combination of the
rank-deficient ETKF perturbations. In general, tgbrid scheme assigns smaller weights to mass
observations in comparison to those produced byptive variational scheme, and, in its optimal
settings, outperforms (slightly) the 3DVAR VariabData assimilation scheme.

A set of real observation experiments (conventiaiaervations and ATOVS satellite data) has
been performed for a two month period in the wimte2010-2011 where the ETKF technique has
been used with and without the use of the hybrida¥fanal-ETKF data assimilation scheme.
Results of a comparison of properties of the ETIiBda EPS system as a result of employing the
two DA schemes will be presented as well as a casgrawith the operational GLAMEPS system.

Bojarova, J., N. Gustafsson, A. Johansson, andigheg, 2011: The ETKF rescaling scheme in HIRLAM.
Tellus, 63A, 385-401.

Lorenc, A. C., 2003: The potential of the ensenitadbman filter for NWP--A comparison with 4D-VAR.
Quart. J. Roy. Meteor. Soc., 129, 3183-3203.

63 - Performance of the reduced space (ensemble)vHD technique with community models
Gleb Panteleev::International Arctic Research Center, UniversitAtaska, Fairbanks — USA.
gleb@iarc.uaf.edu

Max Yaremchuk, (Naval Research Laboratory, Stennis Space Cdug#4), Dmitry Nechaev
(University of Southern Mississippi), Oceana Frar{tiniversity of Hawaii Manoa, USA), Jean-F.
Lemieux (Environmental Canada, Canada), Nikolaydkiobv (University of Hamburg, Germany)

Reduced space four dimensional data assimilatigtD{Rr) is an efficient way to assimilate data
without developing tangent linear and adjoint cad@®e algorithm is based on interative
minimization of the cost function in a sequencdowf-dimensional subspaces, spanned by the
leading EOFs of the ensembles derived from the hmode on each iteration. As it was shown



before, the R4Dvar outperforms the conventionabiatljbased 4Dvar data assimilation technique
in the case of assimilation into strongly non-lineaodels. We illustrate performance of the
R4Dvar in a series of twin-data assimilation expernts into diverse community models (MIT
GCM, WAM, Canadian Ice, etc) and discuss poteratthlantages of the new data assimilation
approachSession 9l dentification and Representation of Model Errors

64 - A comparison of methods for estimating model ncertainty in the NCEP Global
Ensemble Forecast System

Thomas Hamill: NOAA Earth System Research Lab, Physical ScieBeasion, US.

Philip Pegion, Jeffrey S. Whitaker

Ensemble prediction methods must correctly simuia¢eforecast uncertainty due to both initial
condition errors and model error to produce reliadbrecasts. There are many competing methods
for estimating model uncertainty, including stodiaperturbed tendencies (ECMWF), stochastic
backscatter (UK Met Office, ECMWF, CMC), stochasticdencies (NCEP), vorticity confinement
(UK Met Office), and stochastically parameterizaBqmany institutions).

Using the NCEP Global Ensemble Forecast System 83ERve attempt an intercomparison of
these methods in order to determine which one, liclwcombination, are the most useful. The
methods will be evaluated for their impact on proiistic forecast scores for medium range
predictions as well as their impact on improving tbhort-range forecast fit to observations in a
global ensemble Kalman filter/variational hybridssym. High-impact weather events such as
hurricane track predictions and heavy rainfall wallso be evaluated.

65 - Parameter sensitivity tests for informing modeerror simulation methods in convective-
scale ensembles

Alison Rudd University of Reading — UKa.c.rudd@reading.ac.uk

Laura Baker: I.h.baker@reading.ac.utefano Migliorini, Ross Bannister

Errors in forecasts originate from a number of smes: (i) the forecast’s initial conditions, (ii)e¢h
boundary conditions and (iii) the model formulatiavhich all follow from and influence the data
assimilation schemes used. Meso-to-convective-siati® assimilation and forecasting presents
new challenges because at these scales model arerthought to become dominant. The work
presented here, part of the DIAMET (DIAbatic influes on Mesoscale structures in ExTratropical
storms) project, is to investigate sources of mauedr that affect the forecast skill at convective
scale. We present work on the effect of model eresulting from the parameterisation of
unresolved processes (specifically microphysics amtbulent boundary layer processes). An
experimental convection-permitting (1.5 km) versadnthe Met Office’s 24-member Global and
Regional Ensemble Prediction System (MOGREPS)dwntly been developed. The 1.5km-EPS is
run on a limited area domain over the southern UkhwL.5 km horizontal grid-length and 70
vertical levels. At 1.5-km resolution, in which monvection scheme is used, model error is
introduced by “perturbing” parameters controllingp¢ microphysics and turbulence schemes. Here
we present the sensitivity studies carried outdtednine the key parameters and their ranges.

66 - Stochastic physics scheme in the ensemble pridn system of Météo-France.
Marie Boisserie Météo-France — Francenarie.boisserie@gmail.com
Laurent Descamps, Philippe Arbogast

A stochastic physics scheme to represent model iertbe operational ensemble prediction system
of Météo-France is presented in this study. Overghst 20 years, more efforts have been given to
the representation of errors arising from the iaitcondition production. The representation of the
model error contribution is a more challenging taskce the sources of this error are diverse and
partially known. In this study, we have estimateddeh error variances by subtracting the
predictability error variances from forecast errgariances in spectral and physical space. Then,
these estimated model error variances provide mtdion for generating stochastic forcing



vorticity functions. The impact of the stochastltysics scheme is compared with that of the
multiphysics approach currently used to represemdeh error in the operational ensemble
prediction system of Météo-France.

Some preliminary results show that the implemeonatif the stochastic physics scheme improves
significantly the reliability of a 35-member ensdenlpredictions (using only one physical
parameterization). Moreover, over Europe, the erdenpredictions using the stochastic physics
scheme can be as reliable as using the multiphygsoach. However, no significant impact is
found in terms of resolution.

67 - Impact of Model-Error Representation on Ensemle Predictions in NWP
Judith Berner: NCAR — USA.berner@uacar.edu
K. Smith, So-Young Ha, C. Snyder

Model uncertainties can impact flow-dependent preadhility and might be the leading contributor
to unreliable ensemble forecasts.

Here we compare the impact of different model-esdiemes on short-term ensemble predictions
with the Weather Research and Forecasting (WRF)einddvo stochastic parameterizations (a
stochastic kinetic-energy backscatter scheme argtoahastically perturbed physics-tendency
scheme) aim to represent the effects of missingrglibcale fluctuations. Alternatively, a multi-
parameterization scheme uses different physicsgupeskfor each ensemble member.

All model-error schemes produce more reliable amatevskillful ensemble forecasts. The structure
of the spread in the various ensemble experimentmnalyzed to determine to which degree the
improvements are the result of a larger spread auonbe or better spatio-temporal correlations
with the root-mean square error.

68 - Impact of a stochastic kinetic-energy backscir scheme in data assimilation experiments
with CAM-DART

Judith Berner: NCAR — USA.berner@uacr.edu

D. Bundy Coleman, K. Raedar, J. Anderson

To study the impact of model-error representatiars analyses produced by the the Data
Assimilation Research Testbed (DART) for the eneKdiman filter, a stochastic kinetic-energy
backscatter scheme was implemented into the CorynAimnosphere Model (CAM).

The stochastic backscatter introduces more spraadmperature and wind forecasts and leads to
a better agreement between ensemble spread andnesnt square error of the ensemble mean.
The impact on the RMS error of prior and postemalt be quantified.

69 - Towards a Stochastic Parameterization in &#947%cale HARMONIE EPS

Alfons Callado: Spanish Meteorological Agency — Spaacalladop@aemet.es

Santos, C., Escriba, P., Simarro, J., Sancho, ag¢i&Moya, J.A., Martinez, I., Amo, A., and
Abellan, E.

Spanish Meteorological Agency (AEMET) is membeHIBRLAM consortia and is involved in
GLAMEPS project participating in HarmonEPS in orde&r develop a future high resolution
ensemble prediction system (EPS) based on HARMGAME model.

One of the most challenging issues in the developofeEPS at gamma-scale is how to take into
account the model errors and uncertainties. Thissigecially true for the Very Short-Range of
the simulations when the errors of the small scgesnths faster than bigger scales until its
saturation (Lorenz, 1969). Although this rapid rlorear growth of uncertainties is somehow
intermittently due to its dependency on the metegrcal situation. And it occurs in a three
dimensional unbalanced flow with a rapid up-scateoe propagation associated with the -5/3
energy spectrum at those scales.

Different approaches to deal with model error ofrgaa-scale EPS have been experimented. Some
relevant examples are: a) Perturbing some relevamicertain parameters in sub-grid



parameterizations (Gebhard et al, 2010) ; b) Ussngombination of multi-model and multi-physics
(Kong et al, 200); and c) Using a stochastic partamieation (Bouttier et al, 2012). Unfortunately
all of these methods have turned out to be undgedsive at the Very Short-Range. Perhaps this
could means that growth of the model error closegimnma-scale has not been represented
properly. Related to this it has been stated tbatfoud-resolving scales the EPS methodologies of
synoptic-scales could appear less promising (Hobgeeand Schar, 2007).

Anyway stochastic parameterizations provide a notugy for representing model uncertainty in
EPS, and have proved, at least at alfa and betdesca@o have the ability to improve the EPSs
performance. So an explicit stochastic perturbattonthe net effect of parameterized physical
processes, called Stochastically Perturbed Paranestiton Tendencies scheme (SPPT), have been
included successfully for years in ECMWF EPS foseca

The aim of the present study is to present thedteps to implement on HARMONIE EPS a SPPT
scheme based on the operational one in ECMWF EPS.

Two approaches have been developed with multipleatoise perturbing HARMONIE physics
tendencies applied: 1) Independently to each singlemn grid-point, and 2) With spatial and
temporal correlations, that is the common SPPT.

Firstly both model perturbations have been verifigdether degrade the deterministic forecast
quality. The rationale behind is that any ensembémber has to be a plausible physical forecast,
and though because perturbations some degradasiaould expected, not so much is desirable.
Interestingly some perturbed deterministic forecastjuite convective situations are not degraded,
in fact they performance is even better.Secondiybéith perturbations a small EPS have been
integrated showing an improvement of EPS performanith both methods, but they share the
common feature of under-dispersion in the Very BRange. Finally it is speculated how
extremely high non-linear error growth rates clagegamma scale could be dealt properly in the
foreseeable future with stochastic parameterization

Session 10Further Developments

70 - Sampling properties and spatial filtering of asemble background-error length-scales
Laure Raynaud: Météo-France — Franclwre.raynaud@meteo.fr
Olivier Pannekoucke

Ensemble data assimilation is now a common methedtimate flow-dependent background-error
statistics. This technique can be used to direzdlymate the full covariance matrix, as it is tlase

in ensemble Kalman filters. Ensemble systems @@ la¢neficial to variational data assimilation
since they can provide estimates of variances andrpeters of the correlation model.

In particular, correlation length-scales (Daley 1B9 which describe the curvature of the
correlation function near the origin, can be calatdd from an ensemble of forecasts. On the one
hand, estimated length-scales are a common diagnafsexisting correlation functions. On the
other hand, they can be used to calibrate a cotr@amodel, based on a diffusion operator or
recursive filters for instance.

However, the small size of ensemble systems irstieapplications (namely between 5 and 100
members) introduces a relatively large samplingsaoon the estimated parameters. Following
early works from Pannekoucke et al. (2008), we fidit give some insight into the statistical
properties of the noise associated with the eseohatorrelation length-scales. Moreover, local
spatial averaging has proved efficient for reducthg sampling noise in ensemble-based variances
and covariances (Berre and Desroziers, 2010). Wiedigicuss the tuning and the efficiency of such
filtering techniques in the case of estimated Ibrgyiales.

71 - A New Structure of Error Covariance Matrices and Their Adaptive Estimation in EnKF
Assimilation



Xiaogu Zheng: Beijing Normal University — Chinazheng@bnu.edu.cn
Guocan Wu, Liqun Wang

Correct estimation of the forecast and observaticraor covariance matrices is crucial for the
accuracy of a data assimilation algorithm. In tpiaper, we propose a new structure of the forecast
error covariance matrix to account for limited ens@le size and model error. An adaptive
procedure combined with a second-order least squanethod is applied to estimate the inflated
forecast and adjusted observational error covaramaatrices.

The proposed estimation methods and new structiitbeoforecast error covariance matrix are
tested on the well-known Lorenz-96 model, whichassociated with spatially correlated
observational systems. Our experiments show that new structure of the forecast error
covariance matrix and the adaptive estimation pdure lead to improvement of the assimilation
results.

72 - Use of ensemble assimilation to estimate clitoéogical and flow-dependent background
error covariances for a convective-scale data assiiation system : AROME-France

Pierre Brousseau Météo-France, CNRM-GAME — Frangaerre.brousseau@meteo.fr

Loik Berre, Gérald Desroziers And Francois Boulttier

AROME-France is a convective-scale Numerical Weafnediction system running operationally
at Météeo-France since the end of 2008. It usesDav&r assimilation scheme in order to
determine its initial conditions.

Static background error covariances are calculated the 3D-Var using an AROME-France
ensemble assimilation. These covariances, repraseatof the small scales of the model, allow a
better use of observed information for small scaMsch improves system performance.

The ensemble assimilation is also used to estilmat&ground error covariances of the day. A 6-
member ensemble is shown to provide robust covegigstimates in the context of the considered
homogeneous covariance formulation. There is sgamt day-to-day variability in the variances,
auto-correlations, and cross-correlations of baakgnd errors. This variability is linked to the
meteorological conditions over the AROME-France etatmain.

Thus, the data assimilation system uses obsengtonording to variations of atmospheric state
characteristics, predictability in particular. THeenefits of using flow-dependent background error
covariances, instead of static ones, are showngusissimilation diagnostics and measures of
forecast performance.

73 - Estimating deformations of random processes rfocorrelation modelling in data
assimilation: comparison with the semi-geostrophitransform.

Raphaél Legrand: CNRM-GAME, Météo-France and CNRS — FRANCE.

Yann Michel, CNRM-GAME, Météo-France and CNRS

Data assimilation makes extensive use of covarianodels in order to describe the statistical
structure of errors that are present in the obséorss, in short term forecasts, and in the
numerical model. Building on work in the comput&ion community, we introduce the « shape
from texture »' approach for the modelling of comaces and correlations in data assimilation

with large dimensions. In this framework, the céaace model is obtained as the deformation, or
coordinate transform, of a stationary covarianced®alo The deformation is objectively estimated
from the data from a wavelet analysis.

In the past, a transform based on semi-geostropbgryy has also been proposed to build flow-
dependent correlations. The goal of this work isctmnpare the two approaches with objective
measures of performance. We use indexes of anpgotrnd stationarity to quantify the effect of
both deformations on an ensemble representing tteg eorrelations of the day. The objective,

statistical-based deformation seems to outperférendeformation based on semi-geostrophy.

74 - Adaptative denoising of ensemble-based backgnad error variance maps.

Benjamin Ménétrier: CNRM/GMAP — Francebenjamin.menetrier@meteo.fr



Thibaut Montmerle, Loik Berre and Yann Michel

It is now well established that the background ercovariance matrix - the "B matrix", a key
element in VAR systems - should be flow-dependeggttan optimal assimilation of observations
in operational NWP systems. Currently, the compariadbf an "error of the day" rely mostly on
ensemble forecasts, from which statistical propsrdf the forecast error can be drawn. Due to the
high computational cost of current NWP models, mgran ensemble is a very expensive task,
although it can be easily parallelised. Consequendinly small ensembles can be operationally
run, introducing significant sampling errors in thalculation of forecast error statistics.

Our work focused on the regional model AROME, openal at Meteo-France (2.5 km resolution,
non-hydrostatic, 3h-assimilation cycle), for whiwle would like to use flow-dependent unbalanced
errors variance maps (i.e. after removal of multisge and vertical covariances), instead of an
averaged climatological value. We are expectingimprovement of observations assimilation,
especially at meso-scale (e.g. radar data).

A first, we try to modulate climatological unbalaacbackground error variances by interpolated
variance maps coming from the operational enserabsmilation system at global scale AEARP.
No improvements were obtained, probably becaustmeofstrongly different variance structures
displayed by AROME. We are thus working on the ggsicig of variance maps extracted from a
small ensemble (less than 10 members). While it lmaks like a classical image denoising
exercise, the sampling noise arising here is vefferént from a sensor or a transmission noise.
Sampling theory has shown that the sampling nofsanoestimated variance map is always
unstationary, making spectral filtering algorithnssib-optimal, though rather efficient. We are
therefore investigating adaptative algorithms thvaduld not rely on a stationarity assumption,
either for the signal or for the noise. Various alghms (Lee filtering, wavelet thresholding,
anisotropic diffusion, etc...) will be presented wasll as their relevance for the denoising of
ensemble-based variance maps.

75 - Accounting for Skewness in Ensemble Data Assilation
Daniel Hodyss Naval Research Laboratory — USA.

| will discuss a new framework for understandingvh@ non-normal probability density function
(pdf) may affect a state estimate and how one migétully exploit the non-normal properties of
the pdf when constructing a state estimate. A #ageframework is constructed that leads
naturally to an expansion of the expected foreeasir in a polynomial series consisting of powers
of the innovation vector. This polynomial expansio the innovation reveals a new view of the
geometric nature of the state estimation probleAmong other things a direct relationship is
shown between the degree to which the state estvaaies with the innovation and the moments of
the distribution.

A practical data assimilation algorithm will alselpresented that explicitly accounts for skewness
in the prior distribution. The algorithm operatas a global-solve (all observations are considered
at once) using a conjugate-gradient technique aoduS8Hadamard (element-wise) localization,
and as a general rule is only a factor of four mesgpensive than the traditional ensemble Kalman
filter. The central feature of this technique e tsquaring of the innovation and the ensemble
perturbations so as to create an extended stateespiaat accounts for the second, third and fourth
moments of the prior distribution. This new techueids illustrated in a simple scalar system as well
as in a Boussinesg model of O(10”4) variables ganéid to simulate non-linearly evolving Kelvin-
Helmholtz waves in shear flow. It is shown thatesnble sizes of at least 100 members is needed to
adequately resolve the third and fourth momentsiired for the algorithm. For ensembles of this
size it is shown that this new technique is supé¢aa state-of-the-art Ensemble Kalman Filter in
situations with significant skewness, otherwisertee algorithm reduces to the performance of the
Ensemble Kalman Filter.

76 - Evaluating the potential impact of lightning data assimilation utilizing hybrid variational
ensemble methods



Karina Apodaca: Cooperative Institute for Research in the Atmeasph United States.
karina.apodaca@colostate.edu

Milija Zupanski, Man Zhang, Mark de Maria, John Knaff, Gregory de Maria and Lewis D.
Grasso

A hybrid data assimilation algorithm seeking a rimear solution which employs an iterative
minimization of a cost function is employed to mafste a non-linear observation operator
(lightning) into a numerical weather prediction nebd The potential impact of lightning data
assimilation to correct the intensity and locatiohdeep moist convection, which may lead to the
development of severe weather (e.g. thunderstomdst@rnadoes) is evaluated. The Maximum
Likelihood Ensemble Filter (MLEF), interfaced witie Non-hydrostatic Mesoscale Model core of
the Weather Research and Forecasting system (WRMNwid with the inclusion of lightning
flash rate as a forward observation operator islipéid to assimilate World Wide Lightning
Location Network (WWLLN) lightning data. Regionatalassimilation experiments are conducted
for a severe tornado outbreak across the southegastnited States on April 25-28, 2011.
Preliminary results indicate the utility of lightrg data assimilation in the analysis and
improvement of six-hour WRF-NMM forecasts. Resthiég highlight the differences with and
without the assimilation lightning data will be gented.

77 - Sampling error damping method for a cloud-reskving model based on ensemble forecast
error analysis

Kazumasa Aonashi Meterological Research Institute / IMA — Jaonashi@mri-jma.go.jp

Seiji Origuchi

In ensemble-based assimilation schemes for Clos#Rag Models (CRMs), sampling error is
serious, in particular, for precipitation-relatedaxiables (precipitation rate, vertical wind speed)
because they are confined in rainy areas. Whilesiptes studies proposed several sampling error
damping ideas (spatial localization, spectral lazation, wavelet diagonal assumption, variable
localization), there has been few studies that ldiseussed their applicability to CRMs.

The purpose of the present study is twofold:

1) We examine whether CRM ensemble forecest satisfies the presumptions of the above
sampling error damping ideas.

2) Based on the applicable damping ideas, &eldp the sampling error damping method that
calculates plausible forecast error correlation f6RM variables.

For the first purpose, we analyzed CRM ensemblectst error for three meteorological cases
(Typhoon, extra-tropical low, Baiu). The result®ah

1) Horizontal forecast error auto-correlatigratters were narrow for the precipitation-related
variables (~ 15 km), while they changed (160 knOkih) in terms of precipitation rate for other
variables. Accordingly, we cannot apply simple sddbcalization with a common localization
scale for all CRM variables.

2) When we transformed the horizontal fore@sbr auto-correlation into wave space, the
correlation matrix became diagonal for the precgibn-related variables. For other variables, the
matrix had negligible values for off-diagonal elertee with large wave number differences.
Accordingly, the presumption of the spectral |azatiion was satisfied.

3) Cross-correlation between CRM variablesrgfed substantially in terms of precipitation
rate. Accordingly, we cannot assume the same sktancelated variables in the variable
localization for different precipitation ranges.

For the second purpose, we developed the sampiihog @amping method based on the spectral
localization. In this method, we approximated theetast error correlation using neighboring
ensemble (NE) members of the target points (5x@sgn the neighboring area). We applied this
method to the above meteorological cases to findhat this method had little deformation of the
ensemble forecast correlation at points with neablgy sampling error, and that this method
damped the sampling error of the precipitation-teth variables at points where large sampling
error was expected because of small number of nmesnbers.



78 - Flow dependent predictability of the North Atantic jet

Thomas Frame NCAS-weather, University of Reading - United Kaagn.
t.h.a.frame@reading.ac.uk

John Methven, Suzanne L. Gray, Maarten H. P. Ambaum

The North-Atlantic jet is a major component of llugje scale flow governing the weather in north-
western Europe. Here we examine the evidencedadependent variations in jet predictability.
The jet state is represented in a two-dimensiofeg by the leading EOFs derived from ERA40.
The estimated probability distribution function {pdn this reduced space, is uni-modal but
distorted. The extent to which "interesting” stwuetin the pdf can be associated with variations in
persistence with location is examined.

Ensemble predictions of the jet are obtained usiata from the TIGGE archive. Variations in the
rate of divergence of ensemble members with fotecglity time are shown to be consistent
between forecasts of different lead time and froifferént centres, indicating strong flow
dependence in predictability. The extent to whiabhsflow dependence relates to jet state is
examined.

79 - AEMET-SREPS: past, present and future
Carlos Santos Agencia Estatal de Meteorologia (AEMET) — Spa#antosb@aemet.es
A. Amo, E. Abellan, A. Callado, P. Escriba, J. Samcl. Simarro

The Spanish meteorological Agency (AEMET) ShorgBdtnsemble Prediciton System (AEMET-
SREPS), was an European pioneer last decade as la&emmael multi-boundaries LAMEPS.
Deterministic models are currently going down thgbuconvective scales, and ensembles should
follow. However, new predictability issues arisetlase scales and the design of an EPS on the
gamma-mesoscale needs further insights. Currenéareb lines include Stochastic Perturbed
Parameterization Tendency (SPPT) for model errangling, Local Ensemble Transform Kalman
Filter (LETKF) for IC uncertainties, perturbationfd.BCs testing different GCM or global
ensemble combinations, and also new verificatiothaus able to cope with spatial patterns, such
as the Method for Object-Based Diagnostic Evalua(iplODE). Here it is presented a historical
review of the system, as well as an outlook tonthen research lines to build a feasible AEMET-
gamma-SREPS.

80 - EnKF and 4DVar data assimilation of Aura-MLS ¢emical observations
Sergey SkachkoBelgian Institute for Space Aeronomy, BIRA-IASBBelgium.
Quentin Errera, Simon Chabrillat, Richard Menard] &aves Christophe

Chemical transport models (CTM) coupled with a dasaimilation scheme has been shown to be
useful to improve the analysis/simulation and fagt@f chemical species concentrations, support
satellite mission concepts, and have shown sonikiskderiving information about the non-
assimilated chemical species. For several years, Belgian Assimilation System for Chemical
ObsErvations (BASCOE) consisting in a 3-dimensio6dIM and 4-dimensional variational
(4DVar) data assimilation approach has been sudodgsemployed to assimilate stratospheric
chemistry species. 4DVar method demonstrates highracy however requires the development
and maintenance of an adjoint model. Unlike 4D\the, ensemble Kalman filter (EnKF) requires
no tangent linear or adjoint model. Another advaygaf it is that EnKF is quite easy to implement.
In this work, we assess the performance of EnKlentg set up into the BASCOE system and
compare it with our 4DVar technique using real atvaéions, Aura-MLS data, and the same initial
error statistics.

81 - Ensemble of Background Models Approach to lorspheric Data Assimilation
Initialization



Thomas Gaussiran Applied Research Laboratories, The Universityfexas at Austin - The
United States of Americgauss@arlut.utexas.edu
D.L. Rainwater, R. S. Calfas

The Space and Geophysics Laboratory, of the ApBiesearch Laboratories at the University of
Texas at Austin, has an established ionospheriearefi program with a mature 3DVAR data
assimilation code (TRIPL-DA) for ionosphere speatiion. lonosphere specifications are limited
by uncertainties in the background, uncertaintieshie data, and uncertainties contributed by the
computational representation of the underlying aigons. Mature techniques exist for
understanding data uncertainties and computatioalgorithms. However, current ionospheric
models necessary to populate the background arevetitcharacterized. The ensemble of models
technique, now a standard tool in tropospheric Wweatforecasting, offers a method to better
guantify the background uncertainties and possibtiuce them as well. Improved understanding of
background uncertainties will improve the overadlefity of the output of TRIPL-DA. Using an
ensemble approach, we capitalize on the relativengths of several standard climate-based
ionospheric models (IRI, RIBG, etc.) as a functdrthe physical space. An improved background
specification should reduce the overall computalorost of the 3DVAR method, while
simultaneously showing improvement in the spetifinaof variances (uncertainties). We describe
the techniques used to create an ensemble outvefadeincomplete background models, and
present a comparison of the ionospheric specificatior the March 2012 Solar Event for the
current simple background versus the backgroundipced by the ensemble of models technique.

82 - Stochastic reconstruction of the flow in the &th's outer core from 170 years of
observatory data

Nicolas Gillet ISTerre, CNRS, Université Grenoble 1 — Framéeolas.gillet@ujf-grenoble.fr
Dominique Jault, Christopher Finlay

We consider the problem of core dynamics reconstmicfor which we differentiate between
stochastic and deterministic forces that sustaenftbw evolution. The former is associated with the
impossibility of completely representing the foressthe magnetic field is not resolved at small
length-scales. An illustration of the latter is tpeopagation of torsional Afven waves at inter-
annual periods. However, this only concerns a foayt of the observed geomagnetic secular
variation (GSV), for which a dynamical understargdsgtill has to be developed.

This quest requires to build a consistent modeltfier GSV uncertainties, in order to best extract
the information contained in magnetic records.rfgresses have been made along those lines over
the past decade, GSV error statistics still needbd@oimproved. Here we propose a stochastic
approach by which all the prior statistical infortnan about the GSV is formally accounted for,
through a dense covariance matrix for both measergrand modelling error.

We give an example in the simplest case wherertbe gn the flow trajectory is a random walk
(zero deterministic component), by inverting fawflincrements backward in time, starting from
the best constrained satellite era. The consistdratween the flow and GSV priors is discussed.
We propose an extension of this work where botleratistic and stochastic forces are
considered, within the framework of data assimulati

83 - Use of Green's function in spatial covariancanalysis
Xudong Sun Centre for Australian Weather and Climate Redea®ureau of Meteorology, 700
Collins St, Melbourne Vic 3000. Australia

For numerical weather prediction, covariance playsery important rbéle in both ensemble and
variational data assimilation. This research dissas possible applications of Green's function to
covariance analysis. Since Green's function isiraagral kernel that it can be used to solve
partial differential equations for analysing theasial statistical behaviour of forecasting erroBy
analysing error spectral statistics of Green's fiimg, the linkage between the Green's function and
covariance can be established. For example, fitn Helmholtz differential equation for forecast



error statistics, the covariance is the squardhef Green's function after it performs the spdctra
transform. The possible use of Green's functiowdoiational and ensemble data assimilation will
also be discussed.

84 - Coupled Model Parameter Estimation: Opportunites and Challenges
Shaoging Zhang GFDL/NOAA, Princeton University, Princeton, USA

Traditional coupled data assimilation that usesawations from the climate observing system to
only estimate climate states can produce artefactie estimated variability and cause prediction
drift due to the existence of model biases. Wiestble methodology, a new strategy for climate
estimation and prediction initialization uses climaobservational information to optimize both
coupled model states and parameters. The new dimstimation method can produce a much
better fitting between the coupled reanalysis abdeovations. The new initialization strategy in
which the prediction model not only starts frometation-optimized coupled states but also uses
observation-optimized model parameters can signitly reduce model drift in predictions. This
presentation summarizes the research advances én etisemble coupled model parameter
estimation and discusses the challenges of appitain CGCMs.

Session 11Evaluation and Validation

85 - On the evaluation of probabilistic forecastsfovector variables
Martin Leutbecher: ECMWEF - United Kingdom

Until now, most studies assessing NWP ensembles fuaused on the probabilistic skill of
individual scalar variables. However, ensemble ¢asts can be used to predict the joint
probability distribution for vector variables. Emwles of such vectors are (i) temperature, wind
speed and precipitation, (i) two wind componer(is) one variable at several spatially or
temporally separated points.

Multivariate verification of probabilistic forecastis an important topic for all users with
applications that depend on functions of more thame variable. Moreover, multivariate
verification may help guiding developments of tleeresentation of uncertainties in ensemble
prediction systems and ensemble assimilation sgsifetime reliability of the predicted covariances
is sensitive to the methodologies used for pengyimitial conditions and model tendencies.

The talk focuses on the reliability of the predicteovariances and proper scores for joint
probability distributions such as the energy scaral the logarithmic score. The first part of the
talk describes results obtained from idealised gdamwith hypothetical flow-dependent variations
of the covariance. The second part of the talk wilmmarise multivariate verification results
obtained with the ECMWEF ensemble prediction system.

86 - Multiscale Surface Field Verication for Ensemke Tropical Cyclone Forecasts
David Smith: Bureau of Meteorology - Australidhsmith@bom.gov.au
M. Naughton, A. Sulaiman

The Australian global and regional ensemble predictsystem operates with 24 members to
provide daily short and medium range weather fostgsaip to 10 days lead time. Extreme weather
events such as tropical cyclones are expectedal grh important role in future operational use of
the ensemble system, and associated forecast ce¢iofn provides valuable performance
assessments.

A standard ensemble verification device is the agnskill curve, which plots domain averaged
ensemble mean error together with associated spedaulit the ensemble mean, at a series of
forecast lead times. For well calibrated ensemliles two curves are closely matched, however
under-spreading is common, particularly in the fegtages of a forecast. Domain averaged spread-
skill curves, while valuable in their own right agliagnostic tool, can hide local features and erro
structures of potential importance.



By utilising spherical wavelet transforms constaeetbn quasi-uniform geodesic grids as a spatial
filter, this presentation will probe spread-skilurves on multiple scales, for selected ensemble
forecasts of recent tropical cyclones in the Ausraregion. Considering mean sea level pressure
and surface wind components, verified against a®dydominant error scales and local features
will be shown, providing some unique insights itite spatial error structure. In terms of under-
spreading, the filtering process also reveals ewadeof preferred scales, in each of the fields
considered.

87 - Ensemble copula coupling: Application to the EMWF ensemble
Roman Schefzik University of Heidelberg, Institute of Applied Mematics — Germany.
Thordis Thorarinsdottir, Tilmann Gneiting

Ensemble forecasts call for statistical post-pr@ieg, in that model biases and dispersion errors
need to be addressed. Methods such as Bayesiaal meeraging (BMA) and ensemble model
output statistics

(EMOS) achieve this for single weather variablesiagle locations and single look-ahead times,
but fail to recognize spatial, temporal and inteable dependence structures.

Ensemble copula coupling (ECC) is a three-stageg@dare that addresses this challenge, in that
the (discrete) ensemble copula is applied to tllévidually post-processed predictive distributions,
in ways described in a companion talk by Tilmanrei@ng. The key idea is that the ECC post-
processed ensemble inherits the multivariate raegeddence structure from the raw ensemble,
thereby capturing the flow dependence. The resudt post-processed ensemble forecast of spatio-
temporal weather trajectories that is physicallynsistent and calibrated.

We compare various variants of ECC in an applicatto the 50-member European Centre for
Medium-Range Weather Forecasts (ECMWF) ensembleGemnany, and demonstrate improved
predictive performance relative to both the rawesnble and state of the art methods of univariate
post-processing.

88 - Proper divergence functions for comparing anccombining climate model outputs for
extreme temperature indices

Thordis Thorarinsdottir: Norwegian Computing CentdXorway.thordis@uni-heidelberg.de
Nadine Gissibl and@ilmann Gneiting, Heidelberg University, Germany

Divergence functions provide a quantitative assesdgrf the difference between two probability
distributions F and G. These functions are widedgdifor verification in prediction settings, where
F is a predictive distribution function and G istempirical distribution function of the eventsttha
materialize. If F is a prediction for a single evgn the quality of the prediction is instead assels

by a scoring rule. Scoring rules are said to bepgaoif the expected score is optimized when F is
the true distribution of y. This property encouradenesty in the prediction process and prevents
hedging. We propose a similar property for diverggswhere divergence functions associated with
proper scoring rules are always proper. For predat assessment, the use of the energy distance,
the divergence function associated with the cowtiisuranked probability score, is recommended.
In a case study, an ensemble of fifteen differemtate model projections for monthly maximum
and minimum temperatures over Europe from 19619&01s compared to two sets of re-analysis
data for the same time period. Further, we disdusw this framework may be applied to obtain
weights for an optimal combination of the differensemble members.

89 - The implementation of BMA method at a limitedarea ensemble system
Mihaly Szucs Hungarian Meteorological Service — Hungagucs.m@met.hu



Andras Horanyi - ECMWF
Mate Mile - Hungarian Meteorological Service
Sandor Baran - University of Debrecen

Ensemble Prediction Systems (EPS) contain variousber of model forecasts which can estimate
the probability distribution function of the futuveeather variables. The raw distribution functions
are usually « sharp », uncalibrated and not alwayaccordance with the statistical distribution of
the given variable.

In the present work Bayesian Model Averaging (BNMApplied for calibrating ensemble wind
speed and temperature forecasts. In the BMA me#tioBPS members belong to a distribution
function which is variable specific and tuned sally. The sum of these distributions can
represent the final calibrated forecast which shidloé more accurate than the original one.

The ensemble calibration is realized for the Lichifgea Model Ensemble Prediction System of the
Hungarian Meteorological Service (ALADIN-HUNEPS)ff€rent variants of the BMA method are
investigated and the latest results are shown.

90 - Comparison of hybrid ensemble/4D-Var and 4D-Viawithin the NAVDAS-AR data
assimilation framework

David Kuhl: Naval Research Laboratory - Udavid.kuhl@nrl.navy.mil

Thomas E. Rosmond, Craig H. Bishop, Justin MciNancy L. Baker (1)

(1) Naval Research Laboratory - U.S.

The effect on weather forecast performance of po@ting ensemble covariances into the initial
covariance model of the 4D-Var Naval Research Latwyy Atmospheric Variational Data
Assimilation System-Accelerated Representer (NAVBRSIs investigated. This NAVDAS-AR-
Hybrid scheme linearly combines the static NAVDASHAtial background error covariance with

a covariance derived from an 80-member flow-depehdasemble. The ensemble members are
generated using the Ensemble Transform technigtrear8D-Var based estimate of analysis error
variance. The ensemble-covariances are localizadguan efficient algorithm enabled via a
separable formulation of the localization matri¥Ve describe the development and testing of this
scheme which allows for assimilation experimentsgudiffering linear combinations of the static
and flow-dependent background error covariancese Tésts are performed for two months of
summer and two months of winter using operationadehresolution and the operational
observational data set -- which is dominated beliit¢ observations. Results show that the hybrid
mode data assimilation scheme significantly redutesforecast error across a wide range of
variables and regions. The improvements were @algily pronounced for tropical winds with a
greater than 5% reduction in vector wind RMS d#fezes from verifying analyses out to 48 hrs
lead time at all 8 vertical levels examined. Therage improvement across geopotential height
and vector winds at multiple levels and lead tinvas a reduction of 2.6% RMS errors.

91 - Using Shadowing Ratios to evaluate data assiation techniques
Edward Wheatcroft: London School of Economics - United Kingdoend.wheatcroft@lse.ac.uk
Leonard Smith

Identifying successful "noise reduction” as suclmams a challenge in applications where the
"true" values are not know a priori. We suggestdhaing ratios as a measure of noise reduction
when the task at hand involves prediction. Initahdition uncertainty will more or less always
limit the lead time of a chaotic model, even whieat tmodel reproduces the system dynamics
perfectly. Since in reality, observations from swsystems tend to be clouded by measurement
error, the maximum lead time we can expect to ately predict using the model will be short.
Data assimilation techniques attempt to improve siate estimates, we introduce a new measure
which allows us to estimate the quality of theshnejues. A model trajectory shadows for as long
as it is consistent with the noise model of theepled states. We de&#64257;ne the shadowing
ratio as the ratio of the length of time the moslehdows using the assimilated initial conditions to



the length of time the model shadows using soneeerafe data assimilation technique. We use the
measure to evaluate the effectiveness of one dasonitechnique in particular, Gradient Descent
of Indeterminism (GDI). Using the Moore-Spiegeltasys as an example we &#64257;rst use
shadowing ratios to show the effect of using défiémumbers of observations from the past when
applying GDI. We then compare GDI to other assitiola techniques using the measure to
compare the effectiveness from a forecasting petisqge Finally, since GDI requires derivative
information from the system, we compare the effeictiss of the algorithm when using the exact
derivative matrix and when approximating using enmard difference technique. Other aspects of
GDI are discussed, in the context of &#64257;ltgrand noise reduction.

92 - A Comparison of Three Ensemble Data Assimilatn Methods Considered as Ensemble
Estimators

Sammy Metref. Ecole des Ponts ParisTech — Frameetrefsammy@gmail.com

Wael Silini, Mohamed Jardak & Olivier Talagrand

A comparison of three ensemble data assimilatiothoaks is presented. The EnKF, ETKF and the
Ens/4D-Var lters are implemented for different twiperiments varying from the Lorenz63 model
to the shallow-water model on the sphere. The gttenand weaknesses, of each of the above
methods, are illuminated by examining the assimoifest analysis root-mean-squared error (RMSE)
and by employing tools from ensemble forecastivatibn such as rank histograms, reliability
diagrams and Brier scores.



