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What is a Gaussian distribution x ∼ N (0, I) in high dimension ?

R1 R2 Rn, n� 1

→ →

here each point represents a sample of x.
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The answer to the previous question can be obtained while
considering the distribution of the norm |x|, given by

|x| ∼
n�1
N
(√

Tr(I),
1
2

Tr(I)
def (I)

)
, (1)

where Tr(·) denotes de trace operator, and where

def (I) =
Tr(I)2

Tr(I2)
= n, (2)

is the effective dimension that provides a quantitative measure of the
dimensionality. [Patil et al., 2001].
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Said differently, the asymptotic approximation

|x| ∼
n�1
N
(√

n,
1
2

)
, (3)

tells that the distance between any sample xk to zero is
approximately constant, equal to

√
n, with a fluctuation of order

1√
2
≈ 0.7, independant of the dimension.

Concentration property of Gaussian law

For x ∈ Rn, when n� 1, any sample xk of N (0, I) is within an
hyper-sphere of radius

√
n, with fluctuation ±0.7.
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Gaussian sample with correlation

Ne = 6400 samples are represented here
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What happends for correlated Gaussian law ?
If we consider the distribution εb ∼ N (0,B) that corresponds in data
assimilation to the statistical model for the background error under
Gaussian assumption. The asymptotic distribution of the norm is
given by

|εb| ∼
n�1
N
(√

Tr(B),
1
2

Tr(B)

def (B)

)
. (4)

In practice, samples of εb can be obtained as the transformation
εb = B1/2ζ of samples of random vector following a normal law
ζ ∼ N (0, I). One needs to compute B1/2.

Note that in the continuous limit, where vectors tends to functions, the
covariance matrix tends to a covariance operator of finite trace
There is no continous limit for the iid random vector N (0, I).
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For experimentations over a 1D great circle on Earth with n = 1000
points, the square-root covariance matrix is

(
B1/2

)
ij = ρ1/2(xi − xj)

with

ρ1/2(x) =
(

2
π

)1/4 √dx√
Lp

e−x2/Lp2
,

where Lp is the correlation length-scale.
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Gaussian samples in high dimension
Gaussian sample with correlation

n = 1000 with Ne = 6400 samples
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Analysis step

The general framework formalism is, without any assumption of
linearity of dynamics or Gaussianity of statistics, reduced to the
Baye’s rule

p(xq/yo
q) ∝ p(yo

q/xq)p(xq), (5)

where

- p(xq) is the (density of) probability distribution to find the true
state xt

q at time q in the vicinity of xq ,
- p(yo

q/xq) is the (density of) probability distribution to measure
yo

q at time q when the true state xt
q is known,

- p(xq/yo
q) is the posterior distribution.
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The update of the prior distribution

p(xq) ∝ exp
(
−1

2
||xq − xb

q ||2B−1
q

)
, (6)

by using the observational distribution

p(yo
q/xq) ∝ exp

(
−1

2
||yo

q − Hqxq ||2R−1
q

)
, (7)

is the posterior distribution (analysis distribution)

p(xq/yo
q) ∝ exp

(
−1

2
||xq − xa

q ||2A−1
q

)
, (8)

where 
xa

q = xb
q + Kq(yo

q − Hqxb
q),

Aq = (I− KqHq)Bq ,
Kq = BqHT

q (HqBqHT
q + Rq)

−1.
(9)
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p(xq/yo
q) ∝ exp

(
−1

2
||xq − xa

q ||2A−1
q

)
,

where 
xa

q = xb
q + Kq(yo

q − Hqxb
q),

Aq = (I− KqHq)Bq ,
Kq = BqHT

q (HqBqHT
q + Rq)

−1.

For the particular Gaussian framework:
the EnKF and the PF provide the same exact posterior distribution.

For the numerical computation: only one per three grid points are
observed.
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Under Gaussian assumption:
the EnKF and the PF should deliver the same background distribution
in the limit of very large sample.

The discretization of the distribution means there exists an ensemble
of background samples xb

q,k ∼ N (0,Bq) meaning that

|xb
q,k − xb

q | ∼
n�1
N
(√

Tr(Bq),
1
2

TrB
def (Bq)

)
(10)

Any sample xb
q,k is within the hyper-sphere of radius

√
Tr(Bq) (up to

a small fluctuation)
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Numerical validation of the asymptotic distribution (6400 samples, n = 1000)(
|xb

q,k − xb
q | −

√
Tr(Bq)

)
/
√

1
2

Tr(Bq)

def (Bq)
∼

n�1
N (0, 1)
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From the EnKF equations, an ensemble of analysis samples
xa

q,k = xa
q + εa

q,k can be constructed from
xa

q = xb
q + Kq(yo

q − Hqxb
q) by using the "perturbation of

observation" method

εa
q,k = εb

q,k + K(εo
q,k − Hεb

q,k ), (11)

with the theoretical distribution εa
q,k ∼ N (0,Aq), hence

|xa
q,k − xa

q | ∼
n�1
N
(√

Tr(Aq),
1
2

Tr(Aq)

def (Aq)

)
. (12)
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Numerical validation of the asymptotic distribution (from EnKF eq., 6400

samples, n = 1000)
(
|xa

q − xa
q,k | −

√
Tr(Aq)

)
/
√

1
2

Tr(Aq)

def (Aq)
∼

n�1
N (0, 1)
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The analysis step in the PF [Gordon et al., 1993, Doucet et al., 2001,
Del Moral, 2004, van Leeuwen, 2003] follows a quite different way as
it directly relies on the Baye’s rule:
for each member xb

q,k one compute the weight

wq,k =
p(yo

q/xb
q,k )∑

m p(yo
q/xb

qm)
(13)

from which the a posteriori distribution is deduced as

Pe
q (xq/yo

q) =
∑

k

wq,kδ(xq − xb
q,k ). (14)

after resampling, analysis sample are members chosen within the
background ensemble samples
(this is a shortcut but .. [Snyder, 2011])
When does a background sample can be considered as a possible
analysis sample candidate ?
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Minimal/maximum sample for Gaussian law

If X is a random variable following a Gaussian law N (m, σ2) of mean
m and variance σ2, then a classical result is that the maximum
distance |X −m| that can be reached for a sampling ensemble of size
Ne is given by [Mallat, 1999]

T = σ
√

2 log Ne, (15)

and the maximum (minimum) sample value is m + T (m − T ).
(see also Appendix A in [Pannekoucke et al., 2014])
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The maximal bound for the distance |xa
qk − xa

q | is then

d+
aq ,aqk

= Max
k∈[1,N]

|xa
qk−xa

q | =
√

Tr(Aq)+

√
1
2

Tr(Aq)

def (Aq)

√
2 log Ne. (16)

and the minimal bound for |xb
qk − xa

q | is

d−aq ,bqk
(δxa

q) = Min
k∈[1,N]

|xb
qk − xa

q | = µaq ,bqk − σaq ,bqk

√
2 log Ne (17)

with 
|xb

qk − xa
q | ∼

n→∞
N (µaq ,bqk , σ

2
aq ,bqk

),

µaq ,bqk =
√
|δxa

q |2 + Tr(Bq),

σ2
aq ,bqk

= 1
2

2||δxa
q ||2Bq +Tr(B2

q)

|δxaq |2+Tr(Bq)
.

(18)
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n = 1000 with Ne = 6400 samples, unsing EnKF Eq.
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It results that:
there exists a background sample xb

qk that can be considered as an
analysis sample when

d−aq ,bqk
(δxa

q) ≤ |xb
qk − xa

q | ≤ d+
aq ,aqk

. (19)

This implies in average that the minimal ensemble size required to
verify Eq.(19) is

N−e = exp
[
2

def (A)

Tr(A)

(
Tr(B)−

√
Tr(B)2 − Tr(KHB)2

)]
. (20)
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cos ̂(δxaq , εb
q,k ) ∼

n�1
N
(

0,
||δxa

q ||2B
Tr(KHB)Tr(B)

)
. (21)
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Non-linear dynamics in the Lorenz’96, n = 200

dxi

dt
= −xi−2xi−1 + xi−1xi+1 − xi + F , (22)

Illustration of time evolution of the averaged standard deviation:
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Non-linear dynamics in the Lorenz’96, n = 200
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- Gaussian samples lie within an hyper-sphere as the dimension
increases:
the intuition of the law dimension doesn’t resists to the high
dimension

- Under Gaussian framework, many asymptotic formula can be
given, and numerically verified, for the norm of random
perturbation:
the distance plays the role of a diagnostic tool telling if a sample
can be compatible, or not, with a given probability distribution,
all or nothing!

- The difference between EnKF and PF, in the high dimension and
under Gaussian assumption, is instructive:
For non exponential ensemble size, background samples are not
compatible with analysis samples

- These points are guidelines for the general non-linear framework
(from numerical experiments ..)
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